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Auxetic Metamaterials in Contact Lens Sensors for IOP Monitoring

Cecilia Hemingway, Sevda Agaoglu, Kseniya Malukhina, Ju Young Lee, |. Emre Araci®
Department of Bioengineering, Santa Clara University

Introduction

Glaucoma is a progressive disease in which the optic nerve

becomes damaged leading to loss of peripheral vision or

blindness

e |tis the leading cause of irreversible blindness worldwide,
with over 6 million people blind in both eyes from it

e The primary risk factor is an increase in intraocular
pressure (IOP)

GLAUCOMA

Early detection of Glaucoma preserves vision. Dlfficulties with
early detection include:

e The cause of an increase in IOP is unknown oo o
e Glaucoma typically has no noticeable symptoms until
peripheral vision is already lost

e Patients go to the doctor for a one time measurement e E

resulting in many peaks in IOP going unrecorded E -

Our goal is to develop a highly sensitive disposable, affordable
contact lens that utilizes the principles of strain sensing and
auxetic metamaterials for the continuous monitoring of IOP

Proof of Concept

Figure 1. a) Top and side view of single ring strain sensor b) Image of
completed strain sensor made of NOA 65 ¢) Embedded strain sensor
within PDMS to form completed contact lens d) Eye model made of
PDMS to mimic mechanic properties of the cornea e) Porcine eye used
for further proof of concept that the sensor responds to applied strain

)
1500 Figure 2. Position of air-liquid

interface (blue square markers)
In response to a sinusoidal
pressure pattern (grey line) over
an 18-hour period, proving that
L : - - the sensor accurately responds
amen to changes in pressure.
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Auxetic Materials
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because of the geometry and
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Increase in Sensitivity with the use of an
Auxetic Design

Figure 5. COMSOL testing
demonstrates an increase in
volume change when an
auxetic top layer design is
incorporated into the contact
lens. This increase of volume
results in an increase In
sensitivity of the contact lens.

Initial Results

Figure 6. Image showing
patterned ceiling in
reservoir channel that
mimics auxetic
metamaterials. Graph
shows experimental
auxetic device response
compared to flat ceiling

SENSOr.

Fabrication Protocol

Top Layer: Auxetic Layer R
NOA 65 cured for 3 minutes between a i o = 'I

positive and negative auxetic PDMS
- - 000000 00]
mold

Bottom Layer
NOA 65 cured for 1 minute 30 seconds

-]
on PDMS sensing channel mold with 2 ‘ ‘
holes in the oll ring

Completed Chip

Both layers treated with plasma for 60
seconds. Bottom layer treated with

APTES for 10 minutes. Chip layers
bonded, filled with oil, and sealed.

Image of Chip

Figure 7. Image of single ring
auxetic miLens fabricated using
the above modified method.
Height of auxetic grooves is 10
microns. Variations in auxetic
design include variations in
length of linear pattern and angle
of the pattern.

Conclusion

In conclusion, through COMSOL simulations and initial testing of chips with
patterned ceilings, it has been determined that there is an increase in the volume
change of the reservoir channel. This increase in volume change correlates to an
increase Iin sensitivity for auxetic sensors as compared to flat ones. Therefore,
further testing will be done to characterize and quantify the exact increase in
sensitivity. Additionally, a few variations of the auxetic chips will also be tested in
order to determine which auxetic design parameters result in the greatest
iIncrease in sensitivity.
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Dielectrophoresis as a Separation and Characterization
Method for Single Droplet Encapsulated Cancer Cells
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Background Electrode Geometry Design Schematic Circuit for IDC to SMA Transition

Typical cell separation techniques are labeled detection

methods that require prior knowledge of surface molecules or
the development of probes, rendering them innately unsuited
for intrinsic cell separation. The development of a microfluidic
platform that could both probe for cellular characteristics and
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1. Characterize bulk dielectric properties of biological o
m_aterlals and_ c_ells at microwave frequenmes._ | 24 Figure 4. ADS schematic and .
2. Simulate, optimize, and design electrodes for integration . momentum layout 0;‘] circuit for - 1
- : AL : : : - : N PCB incorporating the IDC %;L‘E_Ji%m L CLayor e
with a mlcr(_)flwdlc device to Investigate the_ Interaction N - —— . design, oonlanar sirips, tavered o 1B
between microwaves and biological materials. s FESTN I s o — lines, and a coplanar waveguide
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3. Fabricate an electrical microwave frequency microfluidic e B Tty | AURTL  S— ..... " impedance of the IDC to 50 Q to i L
device capable of characterizing and sorting cells according - i ; ) ; : : : reduce mismatch and reflections
b A G U : that impact S-parameters. Lsomm =20m
to both Intrinsic and extrinsic properties.

Conclusions

Material Characterization with VNA

o g — 5 5  Varying concentrations of lactate result in dielectric
% —8.67M | T I s s s B/ permittivity values that scale with the molarity of lactate.
—8.03M N S R S N S e * Interdigitated capacitor electrode design can be utilized In
749 M | T """""""""""""" """""""""""" [ the microwave frequency range to potentially Sort dropletS of
e i A0\ S N R B B varying concentrations of lactate.
6.62 M 21475 5 0 35 40 45 50 55 &0 . . s . .
5.96 M ey 0% « Microfluidic PDMS devices can be fabricated and bonded to
: 5.92 M Figure 2. Thr_ee electrode geome_tries (_Ieft), a parall_el p_Igte cap_acito_r, an interdigitated capacitor electrical | ayers tO measure microwave S-parameters.
' 381 M (IDC), and a ring resonator were investigated for suitability at biologically relevant frequency
' ranges. A PDMS layer with droplets of lactate was simulated to obtain S-parameters (right).
318 M Future Work
2.54 M
S | Microfluidic Layer 1. Optlml_ze and _tune_electrode circuit de3|gr_1 for better
Figure 1. Dielectric 10.0 1.0 14.0 16.0 18.0 matching at biologically relevant frequencies.
(&) and imainary (e Frequency (GHz) 2. Fabricate electrode device and bond with microfluidic layer.
permittivity values of —oaam 3. Create droplets of varying concentrations of lactate and
varying concentrations e : : : . : .
of lactic acid obtained e other biological materials W_lthln microwave de\_/lc_e. |
with a Keysight open- o 4. Create droplets encapsulating single cells to distinguish
ended coaxial probe ‘ L :
—nd Field Fox Vector ||—7.03 ™ them based on secreted Ie\_/els (_)f lactate within device. |
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OMEM without FBS . and sort them according to extrinsic and Intrinsic properties.
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Eagle Media) was also 318 M /@
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ascertain a different I | | — (o) @ _
from output lactate 60 —DMEM Figure 3. AutoCAD mask of flow layer to be used to create PDMS layer for creation of droplets —_ @ s
concentrations. 10.0 12.0 14.0 16.0 18.0 containing cells (left). Droplets containing cells anchored within wells for an extended period of — @ @ @
Frequency (GHz) time to observe the increase in lactate concentration as a function of fluorescence increase (right).
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Evaluating the effect of nanoparticle-protein interactions on the biological responses of nanoparticles
Evangelia Bouzos', Erik Berggren?, Lauren Schmitt?, Sarah Anderson?, Prashanth Asuri', PhD, and Korin Wheeler?, PhD
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Introduction Experiments and Results ~ Conclusions and Future Plans
A. Motivating Questions A. Analysis of Protein Unfolding and Particle Aggregation: A. Fgl?r:\ealtr;oannd particle behavior altered due to protein corona

e How do blood proteins influence the fate and toxicity of engineered e CD spectroscopy shows that HSA unfolds with the addition of

nanomaterials (ENMs) that are commonly used for medicinal purposes? (A) (B) S 40 :iggmgg) each Ag ENM. Unfolding is most dramatic when HSA interacts
e How does ENM identity and surface coating influence the structure and 7 % 0. = —— AgENM(citrate) with citrate coated and PEG coated Ag ENMs.

function of human blood proteins? | /\ T HiSAsAg ENMI(BPE) = . - o geta-potentiﬁl measureme_ntlsf revealhtr:\t ’Iﬁzhs Gdgitio_n_Of HSA
e \What role do proteins play in ENM behavior, specifically aggregation? 1 T HOAYA ENM(PEG) | ‘§ | ecrea_sest € zeta-potential for eac AG BNV, ut it Is most
e \What is the role of the ENM protein corona on toxicity in human cells? gjj . % _jg l . l . glrea(r:?rec\)tg;;;i)cr; ?nﬁsrla%%i;esdva’?hEHNSI\g: This Is likely due to stronger

s \ (C) no protein HSA e Although all Ag ENMs were synthesized at 40 nm, hydrodynamic

B. Defining the System = — e 150__ diameter of all A ENMs is slightly increased in solution, due to
e Human serum albumin (HSA) was selected as a model protein for its - “;100 some aggregation in the sample buffer. Addition of HSA caused

abundance in blood and diversity of biophysical properties. HSA is 66.5 5- B all Ag ENMs to aggregate, but aggregation is most dramatic for

«Da in size and has a concentration of 55% in blood. e g °0- citrate coated Ag ENM. This is likely due to HSA unfolding.

200 220 240 260 ©

e A library of 40 nm silver engineered nanomaterials (Ag ENMs) included Wavelength (nm) 0 10 protein | Hon | B. Role of the ENM protein corona on the biological response of

a range of commonly employed surface coatings ranging from highly _ _ o HSA coated Ag ENMs.

oositive to highly negative (Table 1) Figure 2. CD Spectrosco.py, Zetg-Pqtentlal, and Hydrodynamic Dlametg_r Measuremc_ents. e Although HSA protein in solution and Ag ENMs coated with bPEI,

(L,JA) CD gg_?.ctrosfclc_)lgi ptrox\ldeEs h;r|\1/|3|ghftt;]nto the secor;qary strutctlural c]zolr(rjllposmon og a progelrz.B) citrate, and PEG are non toxic, HSA coated Ag ENM protein
. . . pon aadaition o 0 Ag S with various coalings, protein untolding was observea. corona formation leads to decreased cell viability on day 3.
Table 1. Chemical structures of common engineered surface coatings. Zeta-potential provides surface charge changes upon addition of HSA. HSA is negatively g g
charged at pH 7; therefore, its addition reduced the zeta-potential for all Ag ENMs in neutral C. Short term goals/future directions
: — pH. (C) The measured hydrodynamic diameter for all Ag ENMs was greater than 40 nm in e Run Lactate Dehydrogenase (LDH) and Reactive Oxygen
Polyi:z;rehni;ine Highly positive solution. The addition of HSA further increased the diameter of all A ENMs, but the increase Species (ROS) assays to assess the subtoxic effects of
(bPEI) _ iR | was most dramatic for citrate coated Ag ENMs. HSA-ENM interactions on HepG2 cells.

e Start full examination of protein-ENM binding across a matrix of
four blood proteins and five medically relevant ENM surfaces,
using data gathered by DLS, and fluorescence anisotropy.

-~ Other methods will be used to quantify proteins at the surface of

Polyethyienagiycol o H 140 ENMSs, including SDS PAGE quantification of the hard corona and

(PEG) H{ \/}.P e TEM imaging of the protein coating.

B. Toxicity Testing using a Model Human Hepatic Cell Line (HepG2)
Highly negative HepG2 cells were plated at a concentration of 15,000 cells/well and allowed to grow for 24 hours
before ENMs (Figure 3) were added to the wells. WST assays were run for three days.

Citrate

120 Coat ENMs with peptides found in model proteins like HSA and
fibrinogen (Figure 4) and evaluate the toxicity using HepG2 cells.

(A) P .'.r‘ &) ' 100 T

- °% o . T 1 - Long term future directions

s &, ~__ Coat ENMs with peptides found in fibrinogen (Figure 4), and
Pe,, Mg. . spherical particle 80 mpay1 evaluate the toxicity using HepG2 cells.
o TS a silvar eors coating This peptide is known to suppress relapsing paralysis in multiple

: 60 mDay2 gsclerosis (MS):
Gamma-Fibrinogen (377-395) YSMKETTMKIIPFNRLSIG
- 40 Day 3 Gamma-Fibrinogen scrambled (377-395) KMMISYTFPIERTGLISNK
o - - Nanotechnol. 2014, 5, 2036=2047. _ Location of the peptide in the larger fibrinogen protein
" doi:10.3762/bjnano.5.212 20 ==
— it

Normalized Cell Viability

Image taken from: Beilstein J.

0 g
HSA AgENM HSA+Ag AgENM HSA+Ag AgENM  HSA+A R R st b ]

Figure 1. Model System. (A) TEM image of 40 nm Ag ENMs (image from (gprn ENM (bPEI) (Cgitrate) ENM ; (gPEG) ENM (PE(g;) e f“}m "'*Léle.:i;;. &
NanoComposix, Inc) (B) Schematic representation of the Ag ENM structure (C) (Citrate) Ak
Surface electrostatics of HSA at pH 7.4. Potential is represented in graduating
colors from dark blue (most negative) to light blue, white, light red to red (most Figure 3. Trends of Ag NP Toxicity on HepG2 Cells. Raw data was normalized against . . .y . -~
positive). Positive region is marked by the red circle. Arrows indicate the no ENM controls. Averages calculated based on n=3 and N=2. Statistical significance Figure 4: Diagram of ?’bﬂlr"ohgen _P"O_tek'“- The Gamma-Fibrinogen
connectivity between the faces. calculated using mean+SEM. (377-395) sequence is highlighted in pink.
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Abstract

DETECTION OF LEAD CONTAMINATION IN DRINKING WATER THROUGH ELECTROCHEMICAL SENSORS

f
Jo Gopinath, William Newcomb, Kyle Markfield, and Unyoung Kim Sant1a Clara
Department of Bioengineering, Santa Clara University, USA University

Lead Contamination in Water

Existing Technologies

School of Engineering

Lead contamination, cz.;\used by industrial run-off and pipe erosion, is a major Lead is classified by the World - oA . Technology Benefits Drawbacks
world health problem in both developed and developing countries alike. Lead — SRR _ Current heavy-
- . s Health Organization as one of the ot % it | - Portable Large marein
poisoning has a widespread affect on the body’s tissue systems and thus often : { * o metal detection : : & 5
, top 10 most dangerous chemicals \ = b B Colorimetric _ Affordable SR
leads to neurological damage [1,2]. : : k' o e - ke, tend to be one
to public health [2]. Once in the VR, By SR TS - User Friendly
Thus, there is a need to detect lead contamination in water in an efficient and body, it is remarkably easy for " :ql.; R g -ﬁ B A of these three
portable manner. Electrochemical analysis is quantitatively accurate and lead to cross the blood-brain s zl SR 'If"’" ' ' technologies - Accurate - Not highly
sensitive while also being portable, cost-effective, and easy to use for the barrier and cause severe R R e -, 855 " , . [4,3]: Mass Spectrometry portable
customer. neurological damage, especially Sl Ol ..f."“ "ot S _ - Expensive
. . vy ay i R e
We have developed a protocol that is not only sensitive, but has the capability in children [2,3]. Thus, the EPA & Pl ¥, " x e R b - Affordable
of becoming much more portable for field use. While the Environmental has set the MCLG of lead to O " I harnicall | User Friendly
\
Protection Agency has set the Maximum Contaminant Level Goal (MCLG) for ppb [1]. Electrochemical | 5o 1ope
lead at O ppb, our protocol and sensor currently have the capability to detect N - Accurate
as low as 1 ppb [1]. o fmerdianintlcof stachment/fullfusmap-of-eadsn-water/where- s the-dead-exposure-fsk i your-community,og
Materials and Methods - :
Electrochemical Testing Method
Our system setup primarily involves a Boron Doped Diamond Electrode (BDDE)
connected to the CHI electrochemical analyzer. : . o
To detect lead, our team tested a variety of — k—Pulse Width (B0 SSsdiisreeelrasusmanssiaaag b g
The testing solution — voltammetry methods. We came to the Step E —4K—Sample Period T . SR DU B B2 W
which consists of varying conclusion that differential pulse - | & e / ""w\ E
. Aeswx¥ansis FEE s T T sfe b owd w [
concentrations of lead, voltammetry served best for our T — . e I S R S o
DI water, HCl, and acidic experimental needs because of its optimum Pulse R R e R R A |
NaCl —is deposited on the ability to detect low concentrations in Amplitude Jk— Samole Period é 207
BDDE in the manner shown relation to other commonly-used methods of —1—— w T - ITT PR DTS P T S R S S \
below. heavy metal detection. 4 —Pulse Penod m § 1005 BT T 5
Using the CH Instrument After an initial deposition period on the _anll Ll N DU DU FUE RS DU DU DU PO
(CHI), a differential pulse BDDE, the sample is run through a A [ U | 0§ & & B 3 & B 0
scan is run on the sample differential pulse voltammetry protocol. The Quiet U4~ i 00 RO RO A bl R AR RRA Rl
(which is explained in result is a peak at a specific voltage, which Time a ol ool LU S DR S NAGA Yals BNSS LSS S Ma
L , _ , 080 -0.76 -072 -068 -064 -060 -056 -052 -048 -0.44
detail in the next section). hints at presence of Pb?* and is dependent '
The resulting graphs are on the testing solution’s pH and : Potential / V
interpreted through use of temperature.
tools on the CHI software. | Input: Output:
Differential Pulse Voltage -V Curve + Pb?* voltage peak
RESUItS 14 ' ’ ' ' ' 1 ' ' ' Dec. 15,2017 10:57:06 conCIUSion ACknOWIedgements
. . _ = R . | lﬁgt‘oggs;n , o The authors would like to thank the Clare Booth Luce Scholars Program from Santa Clara University for financial
As was previously discussed, our protocol consisted 127 it Aot ch bbbt bl dohdd | F;;E,E‘E(V\gi%;éé The presence of lead in drinking water as a result support. We would also like to thank Michigan State University’s Fraunhofer Lab, especially Dr. Cory Rusinek, for

of industrial runoff and pipe erosion is a world
health issue that must be addressed. However,
the first step in doing so is being able to detect
the presence of lead in a sample.

of performing differential pulse voltammetry using
a boron doped diamond electrode for the
detection of lead. In absence of lead, no peak was
observed from the working electrode (seen in red
on graph). As we increased the lead concentrations .
from 1 to 9 ppb, we observed higher currents 6]
ranging between approximately 0.17 to 0.37 uA at
the same voltage value, demonstrating that our
sensor is not only detecting lead consistently, but is
also able to distinguish between different
concentrations of lead.

Amplitude (V) =0.05
Pulse Width (s) = 0.05
Sample Width (s) = 0.0167
Pulse Period (s) = 0.1
Deposition T (s) = 120
Quiet Time (s) =2
Sensitivity (A/V) = 1e-6

— Oppb.bin
— 1ppb.bin
— 3ppb.bin
— 5ppb.bin
— 7ppb.bin

their guidance with this research project.

References

[1] https://www.epa.gov/ground-water-and-drinking-water/basic-information-about-lead-drinking-water

[2] Jouhadi, Zineb, et al. "Lead Poisoning in Children: A Case Report." Pan African Medical Journal, vol. 24, May 2016, pp. 1-5.
[3] Hanna-Attisha, Monal, et al. "Elevated Blood Lead Levels in Children Associated with the Flint Drinking Water Crisis: A
Spatial Analysis of Risk and Public Health Response." American Journal of Public Health, vol. 106, no. 2, Feb. 2016, pp. 283-
290.

[4] Chaiyo, Sudkate, Amara Apiluk, Weena Siangproh, and Orawon Chailapakul. "High sensitivity and specificity simultaneous
determination of lead, cadmium and copper using puPAD with dual electrochemical and colorimetric detection." Sensors and
Actuators B: Chemical 233 (2016): 540-49. Web.

[5] Xing-Bao, Tao, et al. "Determination of Heavy Metals in Chinese Prickly Ash from Different Production Areas Using
Inductively Coupled Plasma-Mass Spectrometry." Tropical Journal of Pharmaceutical Research, vol. 15, no. 8, Aug. 2016, pp.
1767-1772.

Current / 1e-6A

06 e N NSARN L ]
g i Through experimentation we have concluded

differential pulse voltammetry to be an effective
tool to address this problem for its sensitivity.
We have also determined there is a positive
correlation between lead concentration and
current magnitude.
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We will continue to expand on our goal of
creating a portable electrochemical detection
protocol by utilizing our lab’s previously
developed AquaSift device, a portable
electrochemical analyzer. Our overarching
research goal is to achieve a “just add water”
approach, while still working towards creating a
portable system.

The linear regression plot seen on the right .
displays our data, showing that there is a clear T
correlation between [Pb%*] and current.

Our R squared value of 0.862 shows that there is
clear room for improvement in our testing 3!
protocol.
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Exosome Tracking and Capture in Living Human Cells

Mai Anh Do | Daniel Levy | Dr. Biao Lu | Santa Clara University | Department of Bioengineering

Abstract

Exosomes are living nanoscale vesicles that can shuttle
bioactive cargos for intercellular communication. The potential of
these vesicles to serve as biomarkers for diagnosis of disease as
well as vehicles for delivery of therapeutics has only begun to be
explored.

Here we present a surface display strategy that enables
exosome modification in living mammalian systems. By
reconfiguring the surface protein CD63 or viral envelope
glycoprotein VSVG, we generate topologically distinctive protein
chimeras for the purpose of exosome imaging and capture Iin
mammalian systems.

The genetically encoded protein chimeras had the ability to
correctly target and integrate into exosomes in cultured human
cells. Engineered exosomes were shown to endocytose into
various mammalian cell lines when introduced. The secreted
exosomes could be successfully captured by the affinity peptide
intentionally displayed on the outer surface of exosomes. Our
study highlights the potential of these fusion proteins for exosome
tracking and provides novel genetic tools for exosome research
and translation.

Approach: Surface Engineering

A Design of expression vectors for dual-tagged reporters

™,
AP ETE 6xHis
rd
_.Hl-.‘-.\.\_‘
—|EMU i b6xHis Nt-CD63 GFP Puro - PolyA —
>

—~cmv Ct-CD63 RFP | 6xHis Iglqll> Puro { PolyA —

=

VSVG GFP PolyA —

B Exosomal Topology of the double-tagged reporters

— bxHis

Figure 1: Design and construction of dual-tagged reporter

protein for exosome tracking and capture

(A) Vector design for VSVG and CD63 fusion proteins. Fluorescent (GFP,
RFP) and 6xHis-tag genes were attached as shown. (B) The schematic of
dual loaded exosomes showing VSVG (black) transmembrane protein,
GFP (green) or RFP (red) reporters, and 6xHis-tag (purple).
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Results

Co-localization with WT-CD&3 Co-localization with XPACK

K d v

-

6xHis-CD63n- CD63N-RFP-
GFP-Puro 6xHis

bxHis-CD63n-
GFP-Puro

CD&3N-RFP-

BxHis

¥
bxHis- G-GFP

4
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XPACK-GFP
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Figure 2: Colocalization of tracking molecules with exosome markers
HEK293 cells were cotransfected with our 6xHis-VSVG-GFP,
6xHis-CD63n-GFP, or CD63N-RFP-6xHis and known exosomal markers
XPACK, and WT-CD63. After 48 hours incubation time, exosomes were
observed to be colocalized in subcellular punctations.

Particle Size and Distribution Laser Image
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Affinity Capture of Exosomes

W His-VSVG-GFP 4 control
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F

Figure 3:Characterization of exosomes released from producer cells
Exosomes were isolated from cell culture media of producer cells with
Exo-Quick TC (System Biosciences). (A-D) Isolated exosomes were
analyzed with Nanoparticle Tracking Analysis (Nanosight) indicating
similar size distributions between our construct modifications and
unmodified HEK293 exosomes.(E-H) Isolated exosomes were visualized
with confocal microscopy. (I-K) Modified exosomes were captured on
magnetic Dynabeads (ThermoFisher Scientific) via their His-tags and
visualized via confocal microscopy.
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Figure 4: Mammalian cells can effectively uptake dual-tagged
exosomes

(A) An uptake assay with 6xHis-VSVG-GFP modified exosomes in three
different cell lines was performed in serum-free Ultra-Culture (Gibco). 24,
48, and 72 hours post assay, images were taken on a fluorescent
microscope at 20x magnification to show the uptake within the cells. The
same was done for 6xHis-CD63n-GFP-puro (B) and CD63N-RFP-6xHis
(C) exosomes.

Conclusion

Our engineered molecular tools could be used to track and
capture exosomes in living human cells.

Engineered exosomes have the potential to be loaded with
molecules for drug delivery. We can also attach cell-specific
molecules for targeted therapy or disease diagnosis.
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Research in Multirobot Adaptive Navigation
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Background Real World Applications

Multirobot Adaptive Navigation (MAN) Environmental Sensing — Find sources of
involves moving a cluster of robots and define the extent of pollution, locate

through a field of interest based on ar)oxic and starvation zones, efc.
realtime sensor measurements in order Disaster Response — Locate the source of
to find features of interest. This harmful gases, establish safety perimeters,

capability has a variety of compelling and find s_afe pat.hs of minimum exposure
applications and the potential to save L 410 Exploration — Find caches of valuable
significant time and energy compared a resources, move efficiently between features

to other strategies. This poster reviews of interest, explore while ensuring the
cseveral threads of our research 10 provision of necessary operatlonal Services
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TrenCh ....5. ........ 0._
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Contour

Global Minimum

program in MAN. /o 20
: ——— SRS 288 0 ¢ 10 20 0 Multirobot Adaptive Navigation has been
Our research team is a leader in this X (Meters) Y (Meters) Y (Meters) hailed as a breakthrough technology
field. We are the first to demonstrate Critical Points within a Scalar Field: (left) 3D view of scalar surface, (right) overhead view of equivalent contour map capable of revolutionizing the wav we
Tirs p g y
MAN extrema finding and contour characterize the environment, respond to
following in the field. We are also » Scalar fields associate one value, like temperature or pollution level, with each location in a field of interest. disasters, and explore new worlds. Our
the first to propose and verify » For planar regions, scalar values are depicted as the altitude of a surface at the sampled point in a plane work h a.’s set the performance bar for
. * Critical scalar field features include extreme points (min/max), contours, ridges/trenches, and saddle points.
conftrollers for ridge descent, french . . | ’ ’ j '
g : S « We have developed simple reactive controllers to move to/along each one of these features. de_m onstrating tlfes_e techmc_yue§
ascent and saddle point positioning. experimentally and in field applications.
We have developed and verified via simulation a We’ve demonstrated the control primitives * Most of ourworktodate || .-+ Vector fields describe
comprehensive suite of controllers to move experimentally via autonomous kayaks in the field, ) has used symmetric om0 flow fields and multi-
to/along each critical feature of a scalar field. and mobile robots in the laboratory. < d € robot clusters of a e - parameter scalar fields
o d*, constant size. = TSRS e
a0 D ‘ e e .. * Vector field features
o) 200/ son” Cluster size definition + The ability to move oo oo include sources, sinks,
EV cJ D i-10m  tolalong scalar field Tcooooooooooo vortices, and doublets.
2 0 g SR S e —Robot 1 features is affected by L |
2 50| <{f} 1\ S R . —Robot3 the size of the cluster. e % S ° yeCtor flel(.j exampllels
AN G W ol oo include fluid flow, wifi,
- .......... 0 50 100 150 x(zr?‘()) 250 300 350 R0b50t1 T . X (Motore) | t t f | d
0 P 200 - o I s — 00~ 50 100 150 200 250 300 ‘ézz e \We have found that the A simulation of a 3 robot cluster moving clec romagne IC TIEIAS,
X Meters ! ot o ¢ s BB A A om0 xm) ‘ cluster size can be {0 the center of a vortex in a vectorfield.  and color images.
Moving up/down a gradient to go to Moving along a contour by moving Three kayaks descending a gradient and Three kayaks following a contour in selected to filter out
the maximum/minimum in a field perpendicular to a gradient following a contour in Lake Tahoe, CA. Stevens Creek Reservoir, CA. fial _ qt e \\We're extending our MAN techniques for vector
spatial noise and to . L . N .
) P , L. field navigation and have verified via simulation
tune’ navigation to be several candidate controllers
sensitive to features of '

certain sizes.
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Straddling a ridge/trench to move lerminating ridge/trench navigation Five mini-robots navigating down a ridge
down/up those features through positioning on a saddle point in a laboratory testbed.

detecting local and global extrema missions.




Ground Station Location Optimization and Remote Location Telecommunication i
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Background Orbital Access Analysis Latitude of Max Access

In satellite operations, Earth-based antennae called ground Satellite orbital access was analyzed usigg an gutomated program Which leverag.ed .Satellite T(?ol Kit Rule of Thumb: .to maximize access time, .the la.titu.de qf a
stations (GS) are used to track, communicate with, and (STK), Matlab, a.nd MySQL. In an .STK s1mulat1.0n, GSs are placed at uniformly dlstrlbuted. locations of GS should be shghtlyoless than .the satellite’s inclination
command satellites for a variety of missions. The satellite latitude and longltuQG to create a grid of GSs which spans the Earth. The amoupt pf aCcCess tnpe each GS (mc): qu a ?OO km, circular orbat: |

and GS can successfully communicate when their fields of h?lS too the satellite 1s .calculated and a contqur plot of the result 1s made. This 1s a convenient way t.0 o [f %ncl}nat%on < 10°, place GS at 0° latitude. |

view overlap. Depending on the satellite’s orbit and the GS visualize how a satellite’s access pattern varies across the Earth. An example of these access patterns 1s e If inclination > 10°, place GS at -10.3° + 1.08 1nc.
location, the characteristics and quality of this access time shown below. Latfucerof Maiceess for Drbltaliﬂltltfde c?fSDD km

can vary greatly. In some cases, like that of NASA’s Deep (A0l Educational lfanceBarrf e Total Access time [min.] [Alt.: 300 km and Inc.: 40°] il ?nﬁ::;n?mﬂtfﬁté ________ il

Space Network, the location of the GS can be critical to e R e Simulation parameters i E?“' - —-leastSquaresFit | /7"

mission success. The goal of this research was to analyze e 30 days 500 § o

access patterns generated by different satellite and GS e (Circular orbit 400 éan-

combinations in order to develop “rules of thumb” for e 300 km radius - = 40

mission planning. This research then investigated and e 40 degrees L 230-

proposed a simple, low cost GS design to further reduce inclination § 20

mission cost and provide satellite access to previously e or

0 10 20 30 40 50 60 70 80 90
Orbit Inclination (deg)

inaccessible and remote regions.

Case Study: DSN

Dee“ Sl)ace Network (DSN) Another Optimization problem iS tO Access Time Contour of GS Network [min.] - One GS Available Access Time with GS Network [min.] - One GS - Rule Of Thumb: ad pOlar or equatorial Orbit Will maXimize
e 3 GS locations determine the best location to place an I I access time (if a GS can be placed anywhere). The figure
o Goldstone - U.S. additional GS, given one or more O 2 .. | |below shows maximum access time varying with orbit
o Madrid - Spain existing GS. If the satellite's orbit is =% altitude and inclination.
: .. : =S 0 600 Max Access Time Varying with Inclination
o Canberra - Australia known, the additional GS location can @ I I 6000 ——————————————————
. . . —400 km
e Placed 120 degrees apart be tailored in order to optimize access ——500km | .. . 7
e Provides uninterrupted coverage time using the Ground Station Location R R~ L D G‘i 2 e
for satellites above 30,000 km Optimization (GSLO) program. To the ‘g > I £ 0 i
) m
. . . . . D
e Consists of a 70m main dish and right are figures showing the outputs of 5 2.\ E 8 —— 1000 krm
a variety ot smaller, 34m dishes the GSLO program. Additional o Q § ; —
: : : - O = -
at each site research 1s being done to take into = | P | 2 o N T
C.OStS mullions of dollars for each X 30,000k from Barth accqunt Oj[her parameters  such  as Access Time for Existing Access Time Increase for an sl 4§ & 0§ § 4 § ¢
Slte Low Earth Orbit (600 km) maleum tlme between C()ntaCtS. GS/GS Network Additional GS 0 10 20 30 40 50 80 70 80 ap

Orbit Inclination {deg)

Retferences Future Work

Altshuld, Max. A Graphical Analysis Tool for Ground An optimal GS location can often be | m Devel(?p user interface to streamline the orbital
Station Availability Optimization. Advisor: C. Kitts, SCU geographically or logistically infeasible for Y ("m‘ : el el e o analysis and improve access to the database for
Master’s Thesis, October 2013. traditional GS deployment. One goal of this - analysis purposes.

research 1s to create a mobile, robust, and  |fg e e Simulations that test more exotic orbits.
NASA. “Deep Space Network (DSN)”. rugged GS that can be temporarily deployed [ ==fu- * { * T.ransmis.sion capability fgr the RLTS.
www.nasa.gov/directorates/heo/scan/services/networks/dsn. in such remote locations. The Remote = | QY Y% e Ficld testing, documentation, and deployment
March 10, 2016 Location Telecommunication System (RLTS) procedures for the RLTS.

was developed with the i1dea that i1t can be e Optimization placement of an additional GS based
A special thanks to Dr. Christopher Kitts and Dr. Michael modified to meet specific missions’ needs. on ipte.rva.l between access times. N |
Neumann for their guidance and direction during the course The mmages to the right show the basic e Optimization placement ot an additional, receive

only GS to provide state of health data at a specific
time relative to primary GS access.

diagram and a photograph of the prototype
during testing.

of this research.
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Our Goal:

» Use nano-indentation to evaluate the material properties across Al-Al
ultrasonic wedge wire bonding interfaces.
» Contribute to the understanding and optimization of ultrasonic bonding by

Oscillatory 0.5 only

Static 1 only

Ultrasonic wedge-wedge wire
bonding Is a fast, low
temperature bonding method

Oscillatory 0.
+ Static 0.7

1 Oscillatory 0. X , . .
nibayashi's equivalence to static 1)

600 + Static 1

Number of dislocations remaining
8
(=]

that Is used commonly In Ultrasonic wire bonding in relating material properties at various bonding powers to atomic level R
electronic paCkag?S. HOWGVGIF, Ultrasonically bonded wire.® process. StrUCturaI Changes OD;ili(I)lgzg(r)ﬂcancellation via ultrasonic
e exact mechanics of bonding I Thus far we have concluded micro-indentation and have established nano- ——
understanding ultrasonic i Indentation testing procedures. We recently began nano-indentation.
bonding would aid in the “T N
optimization of the process as = sl Micro-Indentation Results

well as applica’[i()n to other . t:gzi ":3332:2,’;;;;3: | | | Microweld formation in ultrasonic bonding.
materials. ) S AR * Micro-indentations were taken across the bond Sond Power 150

interfaces with spacing 75 pm. :

Theory of acoustoplasticity.®

* Near the bond interface, where both plastic ¢
e r deformation and ultrasonic vibration occur, was ! °
i Eun harder. £
y 1 — l * Near the middle of the wire, where only ultrasonic o
. vibration was present, was less hard. e O N

Distance form interface (mm)

Micro-indentation results lacked enough resolution.
9 NanO-indentatiOn Hardness across bond interface found using micro-indentation. Micro-indentation on an Al-Al sample.

2nd Bond

Ultrasonic wire bonding procedure.*

Nano-Indentation Nano-Indentation Results
1. Load-displacement data is measured by a Hysitron Tl Premier 5042 Hine BOnd. 3.2 Haluness Ot e gy Average H Values By Row
nano-indenter. [EP F 5
2. Hysitron software calculates hardness (H), reduced elastic = 50
modulus (E¥), stiffness (S), and more. g 1 E ., £ 1s
3. We calculate elastic modulus (E), yield strength (o), and strain - o c 1 B o
_ y Nano-indent image.5 2 S T T §
hardening exponent (n). g 41 i. r \ - 1 pa Jl | g 751
DISPLACEMENT, h et ] ‘ S - [ ‘ J E
Ogasawara’s Equations Nano-indentation.? SR .l
T e il -:-_ oo ;T:»;- ;7; == 23 -
Ogasawara et al.® has shown that mechanical properties of materials can be calculated from the Nanoindentation data from an AL-A | | s
: : .. . : i . . i sample at 255 bond power. . e - ' ' ' ' ' ' '
results of nano-indentation by defining a representative strain to normalize a dimensionless function " " = T R . RS A s e G
relating —10—. Strain 0.0115 best normalized this relationship for the Berkovich indenter. * Only slightly curved interface surface
r T - - References
_ _ _ ] o ] _ * SUbStrate hardneSS INcreases near the Interface [1] Brokelmann, Michael. “Active Vibration Control in
Assur_npﬂons: power law strain hardening and incremental theory of plasticity with von Mises + Substrate hardness trending with the curve mﬂi :erzcii?fcfﬁ%;?fﬁ?gn?aft?vi’-aﬁfatizoonl.ibntml-in-
effective stresses. » Wire hardness is not significantly increased utiasonicwirebondingl,
600 — Packag. 2004;127(:’%):276-2.85. |
- input ;ﬁ;’f;;es o E— | e R Material Published  Average Measured [3] Harvey, Evan, et al. Mechanics of Materials, vol. 52, 2012,
Eo * il I iy £ :3 (rﬁ E Value Measured Stand_ard FAS.Llc;nlgl,.Yangyang, et al. Journal of Materials Processing
Wi — f(ln E ) z = (_(f E Value Deviation/ Technology, vol. 245, 2017, pp. 241-258.
3 - 1 =y i Average [5] “Nanoindentation.” Wikipedia, Wikimedia Foundation, 27
5maxO-R <O'0125> 0R<0'0115> 8 = f( ’ Dec. 2017, en.wikipedia.org/wiki/Nanoindentation.
S E* - 6] O Nagahisa, et al. Scripta Materialia, vol. 54,
— f (n, In ) = Substrate 70.3GPa  86.9 GPa 4.11% Lg 1ggggvga S; 6§9$ol.sa S PR R
20 maxE” or(0.0115) . o4 (5052-0 [7] Siu, K.w., et al. International Journal of Plasticity, vol. 27,
, l , = . Al) no. 5, 2011, pp. 788-800.
0 0.05 0.1 0.15 £ e | [8] “Wire Bonding.” The Nordic Electronics Packaging
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Agreement between material properties Comparison of experimental and simulated (99.99% [9] Yao, Zhehe, et al. International Journal of Plasticity, vol.

and reverse analysis.® load-displacement curves.? Al) 39, 2012, pp. 75-87.
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Introduction

Lipids are the fundamental structural component of biological
cell membranes. Under tensile stress, these membranes form
transient ruptures. Unchecked membrane ruptures are
implicated in serious ailments such as muscular dystrophy,
CTE, and vibration white finger. Understanding and controlling
rupture formation has important implications in, e.g., gene
therapy and drug delivery.

In model double bi-layer lipid membranes spreading on a solid
surface, several rupture morphologies have been observed,
including floral and fractal patterns [1]. Unfortunately, the
underlying mechanics are too small to observe experimentally.

50 pm

Floral Fractal

Objectives

The primary goal of this research is to develop a

computational model for rupture in lipid membranes,

examining specifically why different fracture morphologies

appear and how the fracture morphology is a function of

membrane properties and lipid structure. Research

activities include

» Develop a 2D Cellular Automation of lipid membrane
pinning and rupture using Matlab

» Make qualitative comparisons of simulation results with
experimental data

Cellular Automation

Cellular automation (CA) is a discrete numerical model
consisting of a grid of cells that can take on one of a finite
set of states (e.g.,, on or off). The state of a cell is
changed, or evolved, according to very simple rules
based on the state of its neighbors. It has commonly
been used to describe fluid movement through porous
structures as well as growth and decay areas in ecology
[2,3].

Generation: 4000

Generation: 1

Simulation of Lipid Membrane Rupture via Cellular Automation

Abhay Gupta', Irep Gézen?, and Michael Taylor!

Norway, University of Oslo.

Simulation Overview

The simulation of these rupture patterns was created through
manipulation of two properties. The first property is the
probability of pinning sites and cluster. A pinned site is a node
that has the bottom and top layer of the bilayer connected,
while a cluster is a chain of these pinned sites across the
bilayer. Each site has a tension value that is linearly
proportional to the radius of the bilayer:

T = Rannutus—Rpinradius

Rmax

And each pinned site has constant bond strength determined
by the following equation:

19

B =(2) G+,

32

where c is the number of cells in that cluster.

If this tension exceeds the bond strength of the pinned site or
a cluster, a rupture occurs. After a rupture occurs, new
pinned sites and clusters are formed through the dispersion of
energy and are given a specified bond strength. The
new bond strength is determined through an adjustment
equation:

B= B, +HT - By f

The second probability is the distribution of pinning sites
and clusters across the spread bilayer. The higher
probability of cluster formulation causes a higher
probability of fractal rupture, while a higher pinning
probability results in alternate rupture patterns. A higher
density of pins in the overall bilayer will cause a floral
rupture due to chains of circular rupture. Alternatively, a
low density of pins will result in single circular rupture.

1. Create initial state of circular lipid CA cells

2. Expand lipid by one cell radially

3. Determine whether cell becomes a
regular pin or cluster pin site based on

user-defined probabilities P, and T,

respectively

Compute tension in pinned cells

Invasion percolation routine to determine

cluster growth throughout lipid

Recompute tensions in pinned cells

If tensions are greater than a critical value

B, cells “fracture” and release energy as

dictated by whether they are a regular or

cluster pin

8. Loop back to 2 and repeat for N
generations

N ok

'Department of Mechanical Engineering, Santa Clara University. 2Centre of Molecular Medicine

Experiment Simulation Experiment Simulation

Summary and Future Work

The simulation shows good quantitative accuracy to the experimental
results across a range of rupture morphologies. This provides some
evidence that the pinning can contribute to the appearance of the
different morphologies found in the lab.

However, further investigation must be made in order to quantitatively
justify these results and determine how to utilize them to control or
eliminate ruptures completely. These quantitative studies include
determining the dimension of the fractal pattern and the area of fracture
for floral patterns, as well as comparing the rates of fracture among all
rupture patterns.

References

[1] Gozen et al. Fractal avalanche ruptures in biological membranes. Nat. Mat. 9, 908-912 (2010).
[2] O'Sullivan & Perry, Spatial Simulation: Exploring Pattern and Process, Wiley-Blackwell, 2013.

[3] Feder & Torstein, Fractal Patterns in Porous Media Flow, Fractals in Geology and Earth
Processing, 1996.

Acknowledgements

This work has been supported by the Kuehler Undergraduate Research
Grant administered by the SCU School of Engineering.



11 .
1 B
Santa Clara
University

School of Engineering

Patch: 1.64 x 1.03 mm

Patch: 1.64 x 1.03 mm
Cavity: 2.16 X 2.67 mm
CWxCL: 0.26 x 0.82 mm
Via Diameter: 0.2 mm
Via Spacing: 0.47 mm

Patch: 1.5 x 1.7 mm
2X2:4.89 x4.48 mm

Feed: 0.539 x 0.72;

Kasey Chun, Master’'s Student; Dr. Ramesh Abhari, Advisor
Department of Electrical Engineering

Motivation: Objectives:

5G and next generation wireless technology will be
centered around the 60 GHz range which can support
higher data rates and currently serves as an untapped

bandwidth.

Design and Simulations

Dielectric Info: Rogers 04350; er = 3.66; H = .508 mm; tanD = .0037
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Patch: 1.5 x 1.7 mm
Cavity: 6.76 x 6.91 mm
CWxCL: 0.93 x 1.21 mm
Via Diameter: 0.2 mm
Via Spacing: 0.47 mm

180

Theta / Degree vs. dBi

60 GHz Cavity Backed Patch Antenna Array

Investigate the design of 60 GHz patch antenna arrays and
experiment with cavity backed systems to reduce the
amount of unwanted coupling in tightly packed systems.

Antenna Gain HPBW | S11 BW FTB Ratio
Single 6.11dB | 71.2deg | 15.1 GHz | 10.8 dB
Singlew/ | 6.93dB | 76.5deg | 5.5 GHz | 12.55 dB
Via
2X2 3.6dB | 39.5deg | 6.9 GHz | 12.82 dB
2x2w/Via| 7.2dB | 34.3deg | 8.3 GHz | 14.06 dB

2x2 Feed Design:

The feed design

minimizes the

amount of energy
loss by matching 4
wave T-lines from a

low to high
characteristic

Impedance path

effects on the
radiation pattern,
directivity, bandwidth
and beamwidth of a

patch antenna, with
different

configurations
yielding different
results.

from input to patch.

Conclusion:

From the results |
found that designing
a via cavity fencing
can have major

Next Steps:

Fabricate the 4

different boards and
measure their return
loss versus frequency
and radiation pattern.
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Motivation:

Evaluation of the dielectric properties of
biological tissues Is an Important aspect of

studying radiation absorption In various
biomedical applications including Microwave
Hyperthermia.

Hyperthermia Is a medical procedure that
Involves elevating the temperature of tumor

cells by means of a microwave applicator.

Controlled exposure to microwave radiation
destroys cancer cells which  makes
hyperthermia an effective form of non-invasive
radiation therapy.

Wireless Power Transfer in the 5.8 GHz range
IS studied to determine radiation absorption.

Objectives:

1.

Design of microwave applicators to evaluate
power absorption In layered tissue medium.
These Include 3D stacked Yagi-Uda
antennas to provide focused radiation and
coupled coils for efficient power transfer.

Design of a suspended microstrip ring
resonator to extract the dielectric permittivity
and loss tangent. These are Important
dielectric properties that determine the
dispersive nature of Dbiological tissues at
different frequencies.

Study of radiation patterns, Power loss
density and SAR, and S-parameters with
Computer Simulation Technology (CST)
Microwave Studio Suite.

Design of Hyperthermia Applicators:
Double-Sided Printed Yagi Antenna

Front and Back Views of Printed Yagi Antenna
with Partial Ground Plane Reflector

Analysis of 3D Stacked Antenna Arrays

Fullwave Electromagnetic Simulation in CST
S-Parameter and Radiation Pattern

Farfield

Approximation  enabled (kR == 1)

oooooooooooo
Output Gain

eeeeeeeeeeeee

Design and Setup of Suspended Microstri

S

Ring Resonator with
Fat Tissue Sample

Isolation Enhancement with Parasitic Dipole Plane
Stacked between Planar Arrays

T

Ring Resonators

Determining the Dielectric Permittivity and Loss
Tangent from Varying Sample Values

Resonant Shift with Varying €r

ample System for Wireless Power Transfer to mm-sized Im

_‘2 Rx Cail

Power in Watt [Real Part]

__________________________________________________________________

_______________________________________________________________________________________________________________________

........................................................................................................................................................................................

Qloaded with Varying tan

lant

Evaluation of Biological Tissues for Wireless Power Transfer
In Microwave Hyperthermia

Nivedita Parthasarathy, PhD Student; Dr. Ramesh Abhari, Advisor
Department of Electrical Engineering

Key findings of this project:

Stacked Yagli antennas provide high-gain
endfire radiation that allows for focused
radiation inside human tissue.

Ring resonators can be used to effectively
determine the dielectric properties of
biological tissues at various frequencies.
Resonant coupled colls can generate efficient
transfer when the receiver implant is small
when compared to its depth inside the body:.

Preliminary Experiments:

The use of parasitic dipoles and stacked
arrays enhance isolation while the double-
sided design makes for easy fabrication.

Ring Resonators can effectively determine
the dielectric properties of homogenous
tissues by recording of shifting resonant
peaks and Q-loaded from S-Parameter
results.

Next steps:

Study of electric field propagation in muscle
tissue to record anisotropic nature of tissue
with ring resonator.

Development of prototypes and a power
transmission test set-up to validate design
and simulations of 3D Yagi-Uda antenna as a
hyperthermia applicator and study power
transfer efficiency at the skin-fat interface.
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Field Pattern Measurement of Beam-Switching Planar
Antenna Array with Modified Butler Matrix in SIW at 60 GHz

Benjamin Horwath, PhD Student; Dr. Ramesh Abhari, Advisor
Department of Electrical Engineering

University

School of Engineering

Positioning System Design Flow:

Autodesk Fusion 360:
* 3D conceptual design
* Export artwork and 3D object files

Summary: After fabricating antenna system prototype, measured 3D E-field pattern to compare performance to design goals and simulations. Test board consists of 4 input
connectors, microstrip-to-SIW (substrate integrated waveguides) transitions, a Butler Matrix circuit modified to feed a planar array, and a 2x2 planar microstrip antenna array.

Obijective: Construct a positioning system and antenna test range to measure 3D field pattern of a beam-switching antenna array at 60 GHz.

Target Specs: Need to collect E-field strength in a hemisphere around the antenna-under-test (AUT):

* Fixed radius: Fraunhofer distance, d; > 2D?/A,=9cm , Elevation angle: semi-rotation of horn antenna, -90° < 8 < 90°, Azimuth angle: full rotation of AUT, 0° < ¢ < 360°

‘ Iterate Design

Maker Lab:
¢ 3D printing platform and pegs

laser cutter for base and arms

Final rig:
* Rotate horn antenna &
AUT in 5° increments

Antenna Test Range:

Components:
« Data collection (Anritsu VNA in CNS Lab)

* Anechoic Chamber (needed to build)

Results:

Port 1 Normalized Horizontal Antenna Pattern, 0 = 35¢

Part 2 Mormalized Horizantal Antenna Pattern, 0 = 25

e |

Pt 3 Nesmalizod Horizantsl Antarna Pattern, o = 15°

Part 4 Normalized Horizontsl Antenna Patiern, @ = 30°

Conclusions:

* Measurement error sources:
* Physical adjustment of AUT
and horn antenna
* Moving & replacing anechoic
chamber walls, re-routing
cables between data
collection steps

* How to improve:

* Reduce the number of times
the operator must handle
the test setup by automation
and/or multiple calibrated

— test cables

* Get better resolution with
motor controls




Multi-Port Dual Polarized Integrated Patch
Antenna for RF Detection at 5.8 GHz
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Antenna Design and Measurement

Implementing compact and energy efficient wireless

Motivation: Simulated Model and Fabricated Antenna Key findings:
. Innovative design of antennas Is a key factor In . Far-fleld simulation of the patch antenna

demonstrates radiation gain of 3.18 dB at 5.8 GHz

devices, particularly in new 5G wireless system _@_ﬁ e When Inductive loops are removed, radiation gain
designs [1] of 3.38 dB is obtained from simulations, which iIs
One approach to realize this objective is by using a only 0.2 dB lower | |
multi-port antenna design, realized through ; i The f'&nwated 'nllgUt 'mzpedgn??? ?f thg IH%UCSVSW
inductive loops [2] ™ _Coupe 00pPS at_ O_I'tS. an IS TOUN tO. e v.o +
Multiport antennas can be accessed by more than il | J;Lr?e?g?/thSai?v(ZI;tizngcd“i%%“ensg compiex matehing fo RE
one sub-system at the same time and allow for Jinset _ o
implementing a number of design goals such as RF L L A = . The simulated return loss at Port 1 in Fig. 3 shows
energy harvesting, pattern reconfiguration [3], Il EEEEEEE S11 <-25dB at5.8fGI;I]z f 9
environmental sensing, RF identification (RFID) [4] e ‘ ('\:’I'ggeﬁ‘;rl?o‘flovﬁsﬂtheopr o Haacirec Protoype
' 'g‘lgosfelﬁwv\?itﬁgS{t';);;!f%rﬁu';S ;(():ebce)rln(t)ergsit”etd into S — ' small frequency shift of 1.7% which Is attributed to
y J 5P P y - // EENEEEEEEEEEEEEE fabrication tolerances
9
Ob|ect|v_es: | | Next Steps
° Design and implement a multiport patch antenna to Radiation Pattern Comparison, Port 1 Excitation, Gain . Integrate  energy  harvesting  chips  and/or
detect both horizontal and vertical polarization — - I i polarization detection circuits to provide additional
+  Create inductive coupling feeds for direct f:g;;";‘:gggi\{ e Loors Remoae ]| . level of functionality in desired wireless system
gtaet?r;?ztsgl\llvggrtiiocrhrf;ximum power transfer o5 21 . ﬁrﬁﬁggg RaFnEehnar;thglr?erce:sn tsulcr:]h ZS Iglyr;ier? ey o
. Ensure that antenna’s radiation performance is not /4 "~y R - . Investigate viability of miniaturization technigues on
adversely affected by addition of extra ports into b 28 { e patch and teed geometry |
system 4.6 i . Improve port Isolation between loops and direct
L 4 e attach feed
Do =]

Design Steps:
. Square patch optimized for desired center

frequency of 5.8 GHz
. Design T-junction feed network for maximum power

References

[1] Y. Liu, Y. Zhang, and S. Xie, “Integrated energy and
spectrum harvesting for 5G wireless communications,” |IEEE

transfer to Port 1 Selected Results Network, vol. 29, no. 3, pp. 75-81, 2015.
° Design inductive |Oops for Conjugate impedance Simulated Input Impedance at Ports 2 and 3 S11: Measured (Blue) vs Simulated (Red) ) _
matching to RF-DC rectifier circuit — in this case o vpManCosficentsnZ Red Pa] [2] H.-W. _S(;)n Qnoll C.-S. ngl/(:" gesllzg:n of RFLID tag Ianztlczelnnas
- - - - - ! S O P U SO O o——— using an inductively coupled feed,” Electron. Lett., vol. 41, no.
RF diode with 10+j40 () input impedance | - —<o. P 18, pp. 994-996, Sep.2005
. FR-4 substrate with €. = 4.3 used as PCB material : 5| \\ H/ Pt ____
. Final optimized dimensions are shown in table - \\ [/ — — —Measured [3] Y. Q. Wen, B. Z. Wang and X. Ding, "Planar Microstrip
below: s S M s s Wy N o \ Vs ' Endfire Antenna With Multiport Feeding," in IEEE Antennas and
5 52 54 s6 a.ﬁ : ;GHE”'IE 64 65 68 7 | \ Wireless Propagation Letters, vol. 15, pp. 556-559, 2016.
. VA Matrix Coefficients in 2 [Imaginary Part] I'| |"|'. 'I
L1 3.7mm W3 0.41 mm Winset 2.12 mm N S S R | 4] A. Abdulhadi, Y. Ding, M. Parvizi, and R. Abhari, “Multi-port
W1 0.69 mm Wloop 0.24 mm Linset 1.07 mm T o TR el 7 I S = S I UHF RFID tag antenna for enhanced energy harvesting of self-
12 85mm L4 0.98 mm T N T 25 'u' powered wireless sensors,” In Proc. IEEE MTT-S Int. Microw.
| | e i s s s s S Symp. (IMS), Jun. 2014, pp. 1-3.
W2 0.18 mm LS 1.7 mm O e N L O U N SN S

L3 103 mm 365 5.i2 5.i-4 5.i5 5.i3 5 a.iz 5.:1 515 e.ia 7 Frequency (GHz)

Frequency [/ GHz



11 .

1 A
Santa Clara
University

School of Engineering

Introduction

. RF Phase Shifter: Provide a
needed phase shift and operate at
RF frequencies not base band.

. Many different active and passive
types such as loaded or switched
transmission lines or Waveguides,

MEMS, RFICs, ferromagnetic,
substrate Integrated waveguide
(SIW).

« Application In phased array
antennas and RF front end of

various communication, radar,
medical Imaging and sensors
systems.

SIW Phase Shifter

« SIW Is a traditional waveguide

adapted to PCB technology by using
via fences as its side walls.

« Phase shifting In SIW can
accomplished by considering
specific delay length L, for SIW.

* The length L, can be shortened by
allocating slots on SIW top wall.

« Also the phase shift may be

be
a

iIncreased by adding capacitors to the
slots.

Objective

Proof of Concept for Tunable Periodically-Loaded Substrate

Integrated Waveqguide Phase Shifters

Rouzbeh Edalati, MSEE Student; Rudy Lopez, MSEE Graduate; Dr. Ramesh Abhari, Advisor
Department of Electrical Engineering

. Developing a cost-effective SIW Phase shifter technology:.
. Provide means for tuning the phase shift.

Design

 Frequency: 15 GHz

Critical Dimensions & Values
Lcell =3 mm
Gx=2.0mm

Gy = 0.6 mm

Wt=2.2 mm

Wg = 7.8 mm

Wms = 1.2 mm

TL Imped. = 50 Ohms

Cg = 0.1pF - 0.6pF
Substrate: RO 4350B
Subs Thickness: .508 mm

ey Mg, 4

-

00000000000000000000

Cupflcuur ( (a)

(
OOOOOOOOOO-%)

V\'
Slot
Q0000000

SIW Side Walls

) 4
| [Port 2

|

Simulation Results

* Without capacitors

 Via diameter = .4 mm
 Via pitch =.8 mm
« Wall spacing = 2.2 mm

Phase Difference Comparison (Slotted vs. Non-Slotted)

Phase (degrees)

6_Slot_VS No_Slot Phase Difference

.30 ; ; ; ; ; ; ; ; ;

100 11 12 13 14 15 16 17 18 19 20
Frequency (GHz)

« Next parametric studies were conducted to

characterize phase shift and insertion loss for variable
slot dimensions and different number of capacitors.

Prototypes Fabricated

* From left to right: Unloaded set, Cap-loaded set, Cap-Loaded w/ coax SMA connector

Mean phase

Difference vs Slots

Simulated Phase

# of Slots  Shift (deg)

0-->2 36.4
2-->4 2.1
4-->6 0.8
6-->8 2.9
AVG 10.55
Total 0-->8 42.2

Measurement Results

« Simulation Vs Measured (No Capacitors)

Phase S21 (Simulated, Various Slots)

—0 Slots
——2 Slots

4 Slots
——6 Slots

10 11 12 13 14 15 16 17 18
Frequency (GHz)

Phase S21 (Measured, Various Slots)

10 11 12 14

Frequency (GHz)

13 15 16 17 18

TRL Method For De-embedding the

effect of connectors and transitions

Mean Measured Phase For 6 Slot Cap Loaded SIW

(—Su*Sn—SueS; Sy
SO I S
% Sil Capacitance Simulated Measured

————— |1 pF -802 768

@ 1=t .1
[D] {L] [LDR][R]‘ 2 pF 22202 -891

(T, I,0In-T;,°T,
(3) |s=| fn 2 o 1903 669

1 -7,

= & 4 pF 752 671
5 oF 761 -698
[1] Chad W.Morgan, “Obtaining Accurate Device-Only S- 6 pF -764 -693

Parameter Data to 15-20 GHz Using in-Fixture Measurement
Techniques” , February 3, 2004, Tyco International Ltd.

Conclusions

Confirmed phase shift increase due to increased number of slots.
Confirmed phase shift change due to placement of lumped capacitors
over the slots.

These capacitors can be replaced with variable capacitors to make a
tunable phase shifter.

Lack of quality connectors degraded S21 significantly.

Next Steps

TRL Method should be used for de-embedding the effect of connectors
and transitions.

The TRL method consists of physically constructing two or more through
lines which differ in length, in addition to an open or short circuit reflection.
The S-parameters of these standards are measured and used In a set of
matrix equations to extract the S parameters of the connectors and their
junction to a device under test. Our goal Is to obtain this characterization
and remove the effects of the sub-optimal connectors and their junctions
from our collected data.



Motivation

* Absorbing Frequency Selective Surfaces (FSS) can be
used for system level mitigation of Electromagnetic
Compatibility (EMC) 1ssues.

Objective

* Design a Frequency Selective Surface (FSS) to match to
the wave impedance of 377 € at 8 GHz. The FSS 1s
placed 1nside the top wall of a metal box to absorb rather
than reflect the radiations caused by components on a
board and reduce leakage of emission through the gaps
and ventilation slots.

Design Methodology

* Geometry of a unit cell of FSS 1s optimized to match the

wave 1mpedance using Resistive Nickel Phosphorus alloy
(99,000 S/m) and thickness of 0.1 um film yielding w=
3.525 mm and g= 1.075 mm.

e The substrate material 1s FR406 with thickness of d=
1.5748 mm, ¢ = 3.93, and tan 0= 0.0167.

Unit Cell

* Both real and imaginary parts of Zin change with the
incidence angle.

At 0° the impedance 1s almost Re[Z. . ]= 377 € and
Im[Z. . ]= 0 Q close to a perfect match to wave impedance
but this changes as the angle changes (especially the
Imaginary part).

* This results in reduction of absorption from 32 dB at 0°
to 20 dB at 30°.

Surface Impedance vs Theta Scan A
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System Level Electromagnetic Compatibility Remedy
Using Absorbing Frequency Selective Surfaces

Al1 Khoshnmiat and Ramesh Abhari
Department of Electrical Engineering, Santa Clara University

akhoshniat(@scu.edu, rabhari@scu.edu

Simulation of Emissions from the System Box

* The system board under test 1s an RO4003C dielectric

substrate with er= 3.55 and the thickness of 1.524 mm
which 1s placed on the floor of the box.

A total of 9 square patches with the dimensions of 19.4
mm by 194 mm each represent potential active
components on different locations inside the box (one
excited, others terminated).

Patches are spaced by 40 mm in x and 30 mm in y
directions.

System Board Under Test

b

]
35 70 (mm)

* The two-layer FSS absorber, a 29x20 array of small

resistive patches 1s placed on the ceiling wall of the
aluminum box.

z

B

| ]
0 35 70 (mm)

 From full-wave simulations, maximum radiated electric

field (far-field) 1s determined for each active feed.

_ Simulated Emission (dB) | Measured Emission (dB)
Excitation

Point wio | w/ | Emission | wio | w/ Emission

FSS | FSS | Reduction | FSS | ESS | Reduction
Feed 1/3 ] -9 10 44 1 -50 6
Feed 2 3 -3 6 -39 | 44 5
Feed 4/6 -1 -8 7 41 | -48 7
Feed 5 2 -4 6 -38 | -46 8
Feed 7/9 5] -10 S 43 | -5l 8
Feed § -1 -5 4 45 | -5l 6

Measurement of Emissions from the System Box

* The enclosure box has the fabricated FSS on its top cover

and the system board with 9 square patches on its floor to
emulate an active digital system.

* The in-lab test set-up ensures maintaining the 40 cm
distance from center of the box to measure the emissions

from the boxed system with and without FSS.

The surface of the cylinder is marked to specify field
measurement points at 10 cm intervals in height (z
direction) and 10 degrees in azimuth (@ direction).

Z = _: oo
_ i
' f
. e -5 = <
A — = = -
i ' i i 3
s = —
Z = 3
_~ -~
o
Z -

:
'

| —

A patch antenna 1s designed to operate at 8 GHz to be
used as a probe and measured emissions are reported in
the table to compare with simulation. 4 spacers at corners
keep 7.5 cm distance from the cylinder surface.

-...-.....ii“lllllllll;
R . ]
| \
1

|
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Radiation Pattern Measurement

* Simulation plots are far-field patterns at 8 = 90° cut-

plane with sweeping ¢ angle. Measurements are done at
the distance of 47.5 cm from the center of the box at z =
10 cm (almost indicating 8 = 80°), and sweeping ¢ at
10° intervals

Radiation patterns below show FSS performance for the
worst case when Feed 2 1s active. Left plot 1s stmulation
and right plot 1s measurement.

-180

Radiation without FSS =-====--- Radiation with FSS

* Following radiation patterns show FSS performance

when Feed 5 1s active. Left plot 1s sitmulation and right
plot 1s measurement.

0 0
1

-30 30 -30 30
i -43.00

-48.00
60

/ e ——
— (S
i ™

a0

120

150

-180 -180

Radiation without FSS ======= Radiation with FSS

Conclusions

The FSS surface impedance changes with the angle of
incidence of the plane wave. Therefore, 1t 1s concluded
that the relative location of active components on the
board also impacts the radiated emission level.

It 1s observed that the strongest emissions happen when
the active patch 1s at the center of the board and closest to
the side of the box with ventilation slots.

Simulations show 6 dB emission reduction for the worst
cases. Measurements of radiation patterns closely follow
the simulated emission patterns and demonstrate better
than 5 dB reduction for the worst case emissions.

This application of FSS 1s a low cost solution that
provides a system level EMC failure remedy at the final
stages of product development.
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Wireless Power Transfer in Biological Materials

Motivation: Mutual Inductance vs. Spacing in Different Mediums Average Input Power and Output Power
Lrggi/allr;/te?esvewarreclﬁ:(sj, rggglacuasle dg;”(’iﬁ;ra;emh?;lqg ° Magn9t03tatics Simulation in ANSYS Maxwell 3D e The power iS calculated from ADS using
provide targeted medical treatment and drug Pave= real(’2"V=conj(l))
delivery without utilizing a large battery to supply ma
pOwe . g Relevant Material Properties
. To efficiently power and communicate with 5 Mediurm Relative Bulk ma
implanted devices, the biological mediums need to ermestly ot
be correctly characterized at the desired Distled Water | 099 0.0002 -
frequ encies. gu'i Salt Water 0.99 4.0000 EEZ Pn;5' |
+  RX coil embedded in said material. 04—
O'ZZ e Air and Distilled Water simulate to the same values 0.03—— =
Objectives: T T T e T : ] Ei‘?ESoC?SIS“Z
. Design a transmitter and receiver coil system in a )
3D EM CAD solver to extract the system’s R A Ot
coupling coefficient as the spacing varies. Tuned Matching Circuit with Coil Model in ADS
. Embed the receiver coil in biological-like materials . ADS System Simulations Note: Inductance values used in ADS related simulations the results are for the case that the two cofls are spaced 3 mm
and simulate it to understand how it affects the 2part with the X Coil embedded in Distiled Water
. ([;)Oeusrl)gr?ga?]dCOOe;II?TI]?;etaasggzssl\?ea(;:]nagt(:/ri:]lgsnetWOrk R KE!findingSOfthiSQI’OieCt:
in simulations to maximize the power transfer : L wweTeRCaMeds * A simulation framework can be used to Iear,n
efficiency to and from the coils. CoEeR L wmy how different mediums affect the system's
L e LpEre L RXMathing performance In the near field.
Design of Transmitter and Receiver Coil: = W» T e - A matching network could be optimized with
+ The layout parameters are kept the same in all Ll gt R ERmemRem Gl L theoretical component values.
simulations, only coil spacing is varied et B IR P S gRaon * A power transfer efficiency of 75% was achieved
B S Stn s isansensenssadbussuny e RREN IEEREES at 3mm spacing when the Rx colil is embedded
e e R in salt water which is 5% lower compared to that
L of air medium.
S-Parameters Next steps: . .
- . Explore more relevant materials and their effects
TP m—— on power transfer.
o o T T soaom s o . Use this framework to design a receiver coll for
M | mm| Beneen 2 o i the size needed in an electronic implant.
E 5 | 02 02 g dB(S(1,1))=-13.682  Improve lumped element coil models.
RX 25 0.2 0.2 © - m1 Min . . . .
N N .0 (O A *  Compare efficiency results with other matching
o T netw_ork _topologle§ being researc_hed.
- nz *  Fabrication of coils and matching network to
g - L dB(S(2,1))=1.101 verify simulation results.
References:
= m3 R. L. de Abreu, L. B. Zoccal, T. C. Pimenta and D. H.
A 4B(5(3.2))=-6.950 Spadoti, "Self-tuning of impedance matching for wireless
S 3 - power transfer devices," 2016 1st International
B Symposium on Instrumentation Systems, Circuits and
freq, GHz Transducers (INSCIT)

[
0 10 20 (mm)



NANOGRID

A Path to Energy Efficiency and Renewable Energy

Taylor Mau, Randy Louie, Francis Estacio, Maryam Khanbaghi, Nico Garcia and Brian Meier

Background Day Nigh Autonomous Vehicle Results and Evaluations

With prices of consumer photovoltaic (PV) generation systems decreasing, the ' P ACt.S as a load to the nGrid via wireless charging ' Ericay,sepr. 1, 2017 S-56anvio AL 20am Clouchy Lo Sunny
. . . . . : : e Main Components: : Voltages
number of small-scale electricity generating households is growing steadily. ! ! Arduine M . 14
| | L] |
Many current household generation systems are not able to take full advantage | | Ar UIInO e?a |
of the electricity they generate. To circumvent this set of problems, several : : ceelerome er. :
L . : : « Laser Range Finder :
energy storage systems have emerged within the market that give households : : Uit R Detect :
the ability to store self-generated energy for later use. With the increasingly : | Gprgsonlc ange Detecior |
| | o | s===Solar Panel Voltage
common partnership of PV generation and battery energy storage systems, a | | o Able to read sensor data and detect obstacles in path | emmt0a Voltage
household with both can be treated as its own microgrid system, capable of : : S 4 chassis built t i 4 offici P : CRREL
self-generation, storage, and only using a connection to the existing utility | Fig. 2. Weather diagram representing cloud coverage during daytime. ¢ oecondehassis bl 1o optimize Space and eHciency | z
network when absolutely necessary. i i i 105
I I I e T e e S e 3 P S
I d E (t) . I I 1 51 101 151 201 251 301 31 401 451 501 551 601
: b d LS. I I Time Passed (30s Intervals)
-------------------------------------------------------- ! =aE,(t)+ (1 —aq;)P t) — b;P t)+ (1 —c;)Prc(t ! !
: dt o(8) + ( )Psotar () l batt( )+ ( )Prc(t) : : Fig. 6. Voltages throughout the day
| | |
| | |
= = I dEl (t) . I I e el
ObjeCtlve | = BE;(t) + a;Psoiar(t) + b;PE:, (t) + ¢;Ppc(t) | |
I [ it solar L* batt 1* FC I I =
: dt : . Conclusion and Future Works
| | |
In this work, we choose residential homes and forgo the connection to the : ! ! This work discusses the energy management problem of an islanded
grid. We will call these single home microgrids, nanogrids (nGrids). The major ' C. Household Load Data and Simulated Cloud Coverage | | microgrid - nGrid. The nGrid utilizes solar and fuel cell generation combined
component of nGrids energy management systems is advanced control : | : with a battery energy storage system to satisfy the load demand of a small
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Introduction

* The Internet of Things (IoT) has fueled more demand for low power applications.

* IoT requires a network of wireless smart nodes that contain sensors, signal processors and wireless transceivers [1].

* The drive for smaller IoT nodes means that the form factor of batteries used to power them will have limited capacity
and require periodic replacement [2].

* As the number of nodes scales up to the full vision of IoT, maintenance would become 1mpractical and costly.

* Energy harvesting (EH) 1s critical to allow IoT devices - such as miniature-scale sensor nodes and implantable medical
devices [3] - to be self-sustaining or energy-autonomous, by continuously harvesting energy from ambient sources to
recharge on-board batteries and/or supply a battery-less system

* Energy can be harvested from DC sources such as solar, indoor light and thermal [2][3], in addition to AC sources
such as vibration. RF radiation can also be used [4].

Challenges

* Available Energy varies and 1s environment—dependent#Large range of mnput power makes 1t
difficult for harvesters to operate efficiently

* Sources produce low power and low voltage # Not directly usable to charge batteries (~4Volt) [3]
nor drive circuits (>1Volt) [2].
# Power Management Unit to boost and regulate

Voltage Doubler Charge Pump Model

* Harvested voltage not sufficient to turn on CMOS devices#Start-up blocks needed to start operation

School of Engineering

Conceptual System Block Diagram

Energy Vi 2-stage MEAAN
Source Oty Vour=3Vin
(EX. Solar) Pump

Control === |V 10). ¢

Applications

* Self-sustaining IoT devices such as wireless sensor
nodes used for example for:
- Infrastructure monitoring [3]
- Environmental monitoring [6]
to enable IoT applications such as smart grids, smart
water networks and smart transportation

* Implantable medical systems [3]

* Fully-Integrated Design desired # Can limait efficiency [1]

 Maximum Power Point Tracking (MPPT) 1s necessary

Preliminary Simulations Results

A

. C 0.63f~
Objectives Two-Stage Charge Charge Pump [5] Y (Vam
0.58
The purpose of this project 1s to design a low power, fully-integrated Energy o . CLKP Vear Ve Vo (V) Lo
; ; ; 5 5 ; ; 5 ; OouUT :
Harvesting integrated circuit and explore innovative architectures, circuit CLKPB C. MD5 CLKPB C MD11 3001
topologies and methods for delivering power to the loads. L — CLKNB = * ILoan(uA) 1o
0531__ MD6 0532:: MD12 CLKN (V) 0. " .
Design the system to: 1T v CLKNb(V)o.?] “ H H
g e r [ [
» Operate efficiently within stringent power constraints o }< CLKPb(V)" | | | [ ’
776 778 780 782 784 786
MD1 | VGN:/ Time(uS)
. . _ o .C1 - o o
» Extract maximum power from environment-dependent sources ™ Transient Simulation Plot
S1—— CFLY1 ]
> Boost and deliver a regulated voltage to circuits and/or for battery charging A T D ‘D Vin=0.6V. Vout=1.58V lout=300uA Pout=0.474mW
CLKP N
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* Design the MPPT block
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Future Plans

* Continue investigating methods to operate the charge pumps
discontinuously and power-gate IoT loads to reduce power consumption

-
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VCE > 70% for up to 660uA load current
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Wide lock range ILPS Input Iinjection power sensitivity

Motivation:

Challenges of WiFi enabled devices

* Limited range, high data rate and low phase noise

* Adjacent RF interference is strong

* A new approach of implementing phase shifter based on
injection locking is proposed

* Targetlocking range of 3GHz to 7GHz includes the Wi-Fi
band

* Wide locking range is achieved by decreasing natural
oscillation output power (P

DSC)

» This method does not decrease bias current to reduce P
as this effects startup
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» Instead it uses a new design technique
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Injection power to achieve lock {dBm)

Frequency (GHz)

* Injection locked based phase shifter (ILPS) has a locking range of 3GHz

The Advantages of Phased Array based Beamforming at 5.3GHz center frequency with a 0dBm input power

New Circuit Topology

* FocusRF energy on the target of choice  The traditional ILPS had a locking range of only 120 MHz, showing an

improvement of 2.88GHz

* SuppressRF interference by adjusting deep side lobes $+e°

Objective N iy g P s . .
ANl | Phase shift Vs tuning voltage for proposed
Phase shifters are integral components in an antenna array — [ —] X 1 I injection locked oscillator based phase shifter
N : : C . ]

* Injection locked oscillator phase shifters (ILPS) are analog e
* |tis important to design an ILPS with the widest possible T Eﬁ /-=—'-

lock range W 1 1 2 /
* Lock Range can be increased by decreasing Q-factor _ o ' & /

. . Schematic of proposed injection Model of ILPS with current source = /
> Degrades phase noise, compromises start-up and has _ 20D 0 6 w0 a0 Jwo a0 so e
higher power consumption locked based phase shifter (ILPS) AC shorted % * V4
0 Vetrl(mV)
* Lock Range can be increased by increasing |, or P, Ipwr Ve Vi vV, S — //
. . _— . =+t CﬂS(w];Jt]-f]' A4 —
> Greater power consumption due to increased injection Ipavgms  VoVr VoVi VoVi
amplifier gain
At RFfrequencies, the drain currentis no longer set by tail current .

The maximum phase shift is +/- 90 degree with 0 dBm input power.

source, but instead set by the voltage swing across the LC tank + The phase shift is continuously tunable

Operation of injection locked oscillator
based phase shifter (ILPS)

Proposed injection locked oscillator based phase shifter

simulation results for enhanced lock range
Conclusion

Locking Range
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* Anew approach to implementing an analog phase shifter, based on

injection locking (ILPS), is proposed

o T
o T
p

he ILPS is implemented on an 90nm RF CMOS process
he phase shifter can be used in the local oscillator (LO) path of a

hase array system
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 Improved locking range is the principal strength of this design

approach

 Tradeoffis the degradation of phase noise performance
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ABSTRACT

Motion estimation consumes the major portion of time and
power in both video compression standards — HEVC and H.264.
This paper presents a Fast Motion Estimation algorithm, which
learns the best search pattern per video scene. That maximizes the
quality of the Motion Vectors, while preserving the speed of Fast
Motion Estimation without any memory usage. The algorithm is
not HEVC or H.264 specific and thus can be used by either one.

Current MB

CURRENT FRAME (N)

REFERENCE FRAME (N-1)

Motion Estimation

SAD (m,n,p,q) = ZZ\ fom+in+j)—f (p+ig+))]

= j=l

OVERVIEW

This paper compares the performance of the original HMDS
algorithm [3] with an algorithm similar to HMDS, but with
enhanced search pattern (enhanced with manually preselected
fixed set of additional search patterns), plus another HMDS-like
algorithm, but with only one search point [0,0], the proposed
Adaptive Search Pattern and Full Search .

More dynamic videos benefit from search patterns that have
wider range, while less dynamic videos would yield better results
If the reference frame points checked are closer to the co-located
position in the current frame. Since the dynamics can change
multiple times between scenes within the same video, we propose
the search pattern to follow these changes and adapt to them.
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Step 1 Search Pattern: HMDS (a); EHMDS (b)

Adaptive Search Pattern for Fast Motion Estimation in Video
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ALGORITHM

The Adaptive Search Pattern is being updated for every scene
change (I-frame). The search for each new point of the Adaptive
Search Pattern is being done while using all the previously found
and accumulated points and then scanned through all the possible
new positions for the currently searched point, without
overlapping with any of the points already present in the pattern
accumulated so far. The points scanned are all in the First
Quadrant, with each point being symmetrically applied in the
other three quadrants across the X and Y axes.

A) The active area where the Adaptive Pattern Search is being
performed is flop based and its size depends on the maximum
Range of the Search Pattern and the Macro Block size :

Number of flops = (2*Range+1 + MB size — 1) 2 pixels * 8
flops/pixel = (2*Range + MB size) 2 * 8 flops
Example: Range = 32, MB size = 16:

Number of flops = (2*32 + 16) "2 * 8 = 51200 flops.

PSNR [dB]
335

33

B) Time available for learning a pattern in a 80x80 pixels area:
HD Frame: 19201080, MB: 16x16 => ~8000 MB/frame.
Frame rate 120 fps: Budget = 1s/120 fps = 8.33ms/frame.

If scanning the active area with a Step = 8 (X & Y): (80/8)*(80/8)
= 100 Fast Motion Estimations for the whole frame are needed.

(Step of 8 is justifiable by Search Passes 2 and 3, which follow)

One frame requires ~8000 MB evaluations, each of which needs
as many SAD calculations as the number of points we have in the
search pattern. One SAD takes 1ns (i.e. 1 cycle at 1GHz).

If the Search Pattern has 10 points in total, the Learning time is:
10 points *100 Fast ME/point *8000 MB / Fast ME * 10 ns/MB =

~80ms = ~10 inter-frame Intervals. This means we can update 1
search point of the pattern for every frame for 10 frames (starting
with a default fixed pattern). Ten frames after a scene change, we
can choose to continue the process to improve quality (replacing
the worst performing Search Pattern point) or we can stop
adaptation till next new scene to save power (user dependent).
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EXPERIMENTAL VIDEOS
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RESULTS

This is how the proposed algorithm compares to two other
efficient Fast Motion Estimation approaches (HMDS, EHMDS):

PSNR Results [dB]

Sequence HMDS, | HMDS | EHMDS | Adaptive | Full

Pedestrians 222821 | 28.6883 | 33.6834 | 34.4286 | 37.2151
Rush Hour 269213 | 35.1311 | 35.8353 | 36.7729 | 37.1540
Ducks Take Off | 27.7013 | 28.8155 | 28.8147 | 28.9558 | 29.07853
River Bed 19.6829 | 235266 | 25.8291 | 26.4039 | 30.2728
Blue Sky 19.4059 | 24.7533 | 26.1517 | 26.6891 | 27.5107
Tractor 222821 | 28.6883 | 33.6834 | 33.7160 | 33.9115

OPTIMAL NUMBER OF SEARCH PATTERN POINTS

The contribution of each new point added to the Adaptive
Search Pattern is analyzed for the video “Pedestrians” (as a
dynamic video this is the worst case for Fast ME).

- Compression quality vs Number of Search Points Used in Step 1
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Number of Search Points in Step 1

Saturation is at 10-11 points. EHMDS has 10-11 points too.

Deploying Neural Networks in Fast ME

A NN is used to provide a suggestion for the best Search Pattern.
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CONCLUSIONS

The results show that using an Adaptive Search Pattern helps
cover about 10%-70% of the PSNR gap between existing fixed
search pattern algorithms and Full Search.

This Is being achieved without adding extra memory.

Future Work

Explore asymmetric Search Patterns to improve quality while
reducing the computation power, time and hardware complexity.
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1. ABSTRACT 4. STATE OF THE ART

Convolutional Neural Networks (CNN) have proven to be very effective in image and * Data Reuse techniques °, '3 °2 ° T °
speech recognition. The increasing usage of such applications in mobile devices and data « Loop Unrolling and Tiling s — — ]
centers have led the researchers to explore application specific hardware accelerators for ®
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Abstract Overview of the algorithms in Machine Learning The Neuron: Core of the Neural Network

. L : . . . : Supervised: . . L . .
Machine Learning 1s an increasingly growing field that continues to affect our lives. In recent D . . . . o o | At the core of image classification is neura.l net\yor.ks a type O,f Sup§rVISed learnlng. The layers that
developments, machine learning has been becoming increasingly applied in Medical Diagnosis to Classﬁicatm.n: Discrete responses, a hnear.functlon 1S fou.nd to divide dat.a into two group — compose a neural network rely on neurons which mlm;:c the fuﬁctlonallty of neurons 1n a human brain:

clusters the data into segments in order to classify future data into the appropriate segment. The data : b S

speed up the process. Researchers have been drawing conclusions of solutions that speed up the axon flom anewron 0L

1s classified based on where the data lies in comparison the linear function.

process of analyzing MRI scans and provide more accurate readings of images diagnosing cancer in A i doen canied
. . . o B o . Ll TR SR Wk imalin sl I;nrrrla‘:i:'rl i ' b h Ce" bﬂdy ( W; T f?)
patient. We would like to expand on solutions for medical diagnosis that are faster, more effective, and ¥ B TP | SRED Sl N s { g w1z Z/: b H 2w
Pt - correlated \ IS wi .T-!' -
. . . . . @ - ue —_— .
provide higher rates of accuracy. Using the AlexNet Convolutional Neural Network Architecture, we = St il T —— . . on PF~— axon ‘ R
. . . . . . L .o a i . : > e . * Uiz the linear regression only when there is — 2 B terminals ¢ :
would like to develop a tool based on it to produce results that can contribute in the field of diagnosing T A TR e o (g\ =N unction
. . . . 'ﬁ B Z‘.-'. T f.“:_."'. = }'_ﬂ.l f Il bod 7
medical problems, such as cancer and skin health issues. Furthermore, we would like to be able to e | cov(x p = S cell body S
make the tool usable in remote areas where doctors are in short supply so the tool is accessible and - | . Ripapiadmwiog o telndioatnesnan ety o s mat et okl Hor),
o Logistic Regression (Linear) Logistic Regression (Non-linear)
usable around the world. Preliminary results are shown here.
o =] I o " 4 i - < i
I t d t Ha _' X - - g- : \\Nt\; ~._\ _ : Vnut
ntroduction N T R i o ! . B n W Thews\[ Non ||
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Artificial Intelligence has led to the innovation of o F W ) . ; . S S . body
: | _ .
technology smart enough to act and make r——— ' »
Field of Artificial Intelligence HE3 a8 rates Chamn with e mimow muargin -

decisions like a human. Under Artificial

: . : : : Support Vector Machine (Linear)
Intelligence 1s a subcategory 1dentified as Machine

. . . . . . Field of T | ——. =
Learning, and within Machine Learning is a Machine Learning e p—
. . . _.". _-"H ——— H..ﬁ Hﬁ'—__ Sy i ay
subcategory 1dentified as Deep Learning. [ ms ™\ N o .
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Machine Learning involves the testing of different algorithms -1 e urknown syl beones o vlow dlarond s e |
in order to find the fastest and most accurate performing
: Ce : : : L K-nearest Neighbor Decision Tree Neural Network
Natitaof dita functionalities in a machine. The overarching goal is to optimize
a machine’s decision making skills. Machine Learning can be Regression: Continuous responses, in regression current data is used to predict future data, for example 1f
broken down into three categories from which further categories you have t.he data of different house prices over a few years and someone asks you what. the house price
. : : : would be in year X then based on the regression graph you can give a fairly accurate estimate .
for examining data are derived. The three main categories are :
- 0 S . d L . U . d L . d Unsupel‘Vlsed: with tf.Session() as sess: To further help ShOW hOW
own unknown upervised Learning, Unsupervised Learning, an . : . . . . .
unknown p & p & Clustering: Collecting data together to 1dentify patterns ¥ tnltialize all varisbies training based on input weights
Reinforcement: e K means (choosing K is tricky, if it is too small it will be sensitive to “noise points” and if it is too SERER S RO S L R impacts AlexNet’s results, the
Y \d Y . . ) ) . ey . , , , )
Supervised: Predictions based on evidence — taking large 1t will include unnecessary points) Z prettamas 2 iR sl manRl line of code that loads the
. model.load initial weights(sess ] ]
Sipariial Ui RisifsaRREE predetermined data to predict future output results of new data * ngtuietMO(li\ils S T — weights 1s commented out. As
: C ® 1g2 = plt.fi 1gsize=(15,
about to be processed. Supervised learning includes xpectation Maximization (EM) fig2 = plt.figure(figsize=(15,6)) you can see below, AlexNet
1 f . . ® Behef Propagatlon # Loop over all images CaIlIlOt ldentlfy the 1mageS
classification and regression. Reinforcement: Foe Ly L b ermerata(inge); correctly anymore:
Unsupervised: No previous data 1s present to determine future e Value-Based: Q-learning, real-time, dynamic programming # Convert image to float3? and resize to (227x227)
. . ? ? img = cv2.resize(image.astype(np.float32), (227,227)) # L d th t ' d ] ht ' t th d l
results from or the current data has not correlating conclusions e Policy-based: Actor-Critic Algorithm R W JERGERae NGB AR, e AT
: - : e e #model.load initial weights(sess)
to build future predictions off of. What needs to happen instead, e Model-based: Games like Chess and GO ing -= inagenet mean e Lo
1 Claseiticatinn is clustering the current data that the machine has access to in ) I blackbox sl et £ Besliape 2k Deeced 1o Teed L0.9 model
. L . . . — img = img.reshape((1,227,227,3))
order to determine patterns within 1t in which conclusions can be — \’* e environment  __robot — 4 Run the session and eatoniate the eiass brobabilicy ' )
- probs = sess.run(softmax, feed dict={x: img, keep prob: 1})
made based off of. line sensors

# Get the class name of the class with the highest probability
class_name = class_names[np.argmax(probs) ]

Reinforcement: Learning from experience, the machine makes

line position = error

PD controller

—> Regression decisions based on previous decisions it has made. It can act

# Plot image with class name and prob in the title
fig2.add subplot(1l,3,i+l)
agent plt.imshow(cv2.cvtColor(image, cv2.COLOR BGR2RGB))

based on previous states 1t went through. Reinforcement

"0" required position

. . line position state > .~ | sisnaitia plt.title("Class: " + class name + ", probability: %.4f" %probs[0,np.argmax(probs)])
includes Value-based, Policy-based, and Model-based. ewaray | 852 plt.axis('off')
a Note: This is based on a tutorial given by Kratzert. See References.

Background on ImageNet Conclusion and future work

28.2 Al@Xl\et ArChiteCtU re After examining all the different material, it is important to realize first and foremost the
152 layers e | | training of a neural network is necessary for a machine to be able to make decisions on its
A \ ; w ’\L r ] w lw own. With a neural network like AlexNet, one can see the deeper a neural network the more
\ 5 \ *"._-,"-‘:"'? ‘ 3 5 ‘ . . . . . . . . . .
. s | - - _ L\ /L) \ense accurate its results are. Considering training is a necessity for teaching a machine to identify
\ 28 B = a7 - — — . . .
. | 5 SV oy N N images on its own and AlexNet is from among the best known networks, the next step comes
\ 117 —= N EN . : e : . : : :
top-5 (22 1ayers | [ 19 tayers | L Vo, x| R in fine-tuning AlexNet to modify it so it can train a set of medical images. | am currently in the
error . 6.7 7.3 . - 27 1\ B[ RNEE: 13 ense | |dense process of fine-tuning AlexNet to accomplish this. In doing so, | will be able to begin using
_ = : ; x. 3 1000 , : : : : :
3.57 .ﬁ o ~ 8layers || 8layers | | shallow | \ NP 152 192 wwax [ L what I've researched in machine learning to develop a device that can help both patients and
. R 248\ Max M pooling . . . .
- H----l----___ = pooling " pooling doctors in diagnosing medical problems.
; - 3 5 = . = References
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Process Optimization for Carbon Nanotubes-on-Graphene Fabrication

Andrew Michelmore, Julia Shaffer, Richard Senegor, Dayou Luo, and Cary Y. Yang
Center for Nanostructures, Santa Clara University

/ Current Results \

/ Abstract \

Due to superior thermal and electrical properties, carbon nanotubes (CNTs) and graphene (Gr) are
promising candidates to replace copper and tungsten as interconnect materials in integrated circuits. We
are exploring a th di 1 all-carbon i structure, of vertically aligned CNTs
grown directly on multi-layer graphene (MLG) with little or no damage to the graphene underlayer. This
can serve as a building block for an on-chip interconnect network.

Background

e One major in sub-20nm i circuit (IC) technol is the performance and reliability
problem encountered in current interconnect materials, copper (Cu) and tungsten (W) [1]. Figure 1
illustrates current and projected current density requirements for Cu interconnects.

 Nanocarbons, such as CNTs and Gr, are potential replacement candidates due to their superior
electrical, mechanical, and thermal properties [1,2].

Current Density (MA/cm?)
~
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Figure 1. Projected current density requirements for Cu
interconnecs [1],

Objective and Methods

Figure 2 shows a schematic of a 3D CNT/Gr interconnect structure [3] which illustrates the continuous C-C
bonding across the CNT-Gr interface. The objective of this project is to design a fabrication process that
results in contact resistance consistent with such bonding across the interface.

Test devices fabricated in TENT Laboratory located at NASA Ames Research Center.

® Si substrate sputtered with underlayer (if needed) and catalyst film, with various sputtering times,
powers, and underlayer materials (Cr and MLG).

e CNT grown on resulting sample in a plasma-enhanced chemical vapor deposition (PECVD) reactor,
with various growth times and DC voltage.

Fabricated devices analyzed at Center for Nanostructures laboratory on campus.

e Imaging using scanning electron microscope (SEM) and analyses of top, tilted, and side-view images.

e Two-point electrical probing of sample using wafer probe station and parameter analyzer to obtain
current-voltage (I-V) behavior and resi with ic shown in Figure 3.
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Here are four different samples that we analyzed to provide some understanding of the conduction in CNTs
and MLG. The first, with CNT grown on a Cr underlayer, serves as a test of our methodology.

Figure 4. Top-view SEM image of PECVD grown CNTICr.  Flgure 5. Tiltsdview SEM inage of PECVD grown CNTICr. g 6. Cros-sectonsl SEM image of PECVD grown CNT
o

1V Curve with PP Distance at 1435.42(um) Average Resistance vs PP Distance

Figure 7. Typical LV beavior for CNTICrsampe. Figure 8. Averagersistnce v probe-to-probe (P) disance fo

CRTiCesample

e CNTs grown on Cr using our standard recipe. This was done to provide a baseline growth as well as
to ensure the equipment was functioning properly. The linear I-V behavior and resistance versus
probe-probe distance plot show that the sample is conductive.

SEM image of bare MLG sample and electrical characteristics
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charcteisties of MLG 15,

® The extracted contact resistance of about 8 kQ consists of mostly probe-MLG resistance. This result
will be used for analyzing all subsequently fabricated CNT/Gr samples.

CNTs grown on MLG using Ni catalyst and PECVD at 800 VDC

Figure 12.Top- Figare 13 Tt VD PECVD.

Figure 14, Cross-sections] SEM image of 800 VD PECVD.
srown CNTAILG. oW CNTMLG. 0w CNTALG,

« CNTs grown on MLG using the same recipe as that on Cr underlayer to verify successful CNT
growth on Gr.

« The SEM images show that the CNTs are vertically aligned.

« However, the structure reveals an open circuit due to plasma damage to the graphene layer.
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CNTs grown on MLG using Ni catalyst and PECVD at 500 VDC

Figare 1. Tite-view SEM image of 00 VDC PECYVD grown
ONTMIG,

1V Curve at PP Distance at 1642.81 (um) Average Resistance vs P Distance

Figure 18, Typica LY betavie for S00 VDC PECVD CNTAMLG. Figure 19, Aversgeresistanc ve PP distanee for 00 VDC

PECVD CNTAMLG sample.

Successful growth of CNT on MLG using 500 VDC PECVD process.

CNTs not as vertically aligned as those obtained using 800 VDC.

The I-V and resistance results indicate that the sample is conductive with higher overall
resistance than that of the bare MLG sample.

This result shows that the lower DC voltage in PECVD seems to preserve the graphene
underlayer.

Ongoing Experiments

There are multiple variables in the PECVD process that are being investigated, with the goal of
improving the CNT alignment and reducing CNT/Gr contact resistance, while keeping the MLG
intact.

®  Adjust the DC voltage to improve CNT alignment.

® Use voltage pulses to generate plasma to minimize damage to MLG.

Further analyses of electrical measurement data to extract CNT/Gr contact resistance and CNT
and MLG resistivities.

Conclusion

® Our experiments confirm the results of previous work [5] from our group, which demonstrate
that using PECVD at 800 VDC to grow CNTs on MLG result in vertically aligned CNTs, but the
MLG underlayer is apparently damaged or destroyed resulting in an open circuit.

Initial experiment on using 500 VDC PECVD results in a conductive CNT/Gr structure with less
than optimum vertical CNT alignment.

Our ongoing experiments are aimed at a fabrication process for a conductive CNT/Gr structure
with well-aligned CNTs and no damage to the graphene underlayer. Such a structure would be
consistent with continuous C-C sp? bonding across the CNT-Gr interface.
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Objective

Find an approximation for convolutional neural
network (CNN) feature maps that use input raw Bayer
pattern data directly from a sensor

Motivation
Reduce input data to convolution neural network

Simplify image capture process — eliminate demosaic
and render pipeline

Potential to improve accuracy- only ground truth data
used (not interpolation)

Background

I[n most systems images are rendered (interpolated
from raw Bayer data) to form a full 3-plane RGB image.
The information in the image consists of only the raw
data from the sensor
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Convolutional Neural Networks

*CNNs are a class of neural networks that perform well
for image classification [1]

*CNNs take images as input and output detection or
classification in the form of probability vectors

WiEE1ls Pre-Trained hModel

*Training CNN models result in parameters that are
optimized for a given training data set. Convolution
layers create feature maps that are used to refine the
probability of a classification of an input image

‘Feature Maps are generated by convolving the input
Image or receptive field with a collection of
convolutional kernels determine the potential fit of an
Image Iin terms of patterns, color, contrast, edge
strength, and location

Convolutional Neural Network

Trainable
Classifier

Low-Level| |Mid-Level| [High-Level
Feature Feature Feature

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013)

Feature Map Visualization. Simple patterns and
orientation are determined in the early layers

For deep networks, first layer feature maps are
Insensitive or are invariant to small changes in edge
definition, shape, size, and position

Bayer Feature Map Approximations through Scaling of Sensor Data

Determining and Predicting Convolutional Feature Map Sensitivity to Noise and Scale/Blur

»| predict

(a) Featurized image pyramd
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(c¢) Pyramadal feature hierarchy

(d) Feature Pyramid Network

Source: Lin, Dollar, Gershick, et al [18]

Approach

We simulate the Bayer input image by applying a
Gaussian blur filter to the series of test images

In one case, we assess the detection accuracy as a
function of noise.

*In the second case, we assess the detection accuracy
as a function of blur

We measure the detection probability results and look
for the cross-over point at which the result changes to
another classification. This is the failure point after
Image degradation

Flow to simulate raw Bayer image data as input to CNN. The
output of the first layer Feature map is compared to original

Image feature map

First Layer, ch 1 First Layer, ch 3

Original first layer filters and blurred version
with scale =1

N/2 M/2

I.(x,y) = z z in—x,m—yhn,m 1

n=—N/2 m=—-M/2
L =1%* Jcaussian (Bayer Estimation)

_(x+y)* 3

YGaussian X e o
N/2 M/2

I:' (x: y) ~ z z in—x,m—yhn,m 4

n=-N/2 m=—M /2
i(x,y) = Image Data
h = First Layer Convolution Filters
for each of the 64 feature maps

Convolution operations for standard
Image and with Bayer approximation

Image. MSE is given by
2

MSE =%ZZ(IC —ic) 5

Allen Rush, Sally Wood

SFR of Gaussian Blur Filter, scale 1 - SFR of Gaussian Blur Filter, scale 2 SFR of Gaussian Blur Filter, scale 3
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Gaussian Blur Filter used to approximate
Bayer input image (scale 1,2,3)

Results
Kodak Test

*Test
(http://rOk.us/graphics/kodak/)

Images: Image Set

Net model: VGG16, developed by Oxford
Only images with initial Classification
Probability P(Ci)>0.5

Noise applied to test images and cross-over

detection point measured (Classification
failure)

Gaussian blur applied to test images and
cross-over  detection point  measured

(Classification failure)
Bayer Scale with Gaussian blur applied and
cross-over  detection point measured
(Classification failure)

Bayer image with Gaussian Scale 2.375

MSE: 157.0129 Noise image with Gaussian Scale 2.1875

original image MSE: 143.8835

original image

macaw toucan
macaw toucan

Noise image with Gaussian Scale 2.125
original image MSE: 251.1499 original image
beacon promontory beacon

Bayer image with Gaussian Scale 2.125
MSE: 273.5238
promontory

Noise image with Gaussian Scale 2.437! Bayer image with Gaussian Scale 2.5
original image MSE: 219.4173 original image MSE: 230.1304
catamaran speedboat catamaran speedboat
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Test images with P(Ci)>.5 considered
(high initial confidence). Below: example of low Initial
confidence (early failure, little correlation to blur)

Bayer image with Gaussian Scale 0.8125
MSE: 62.3795

Ofigiﬂﬂ' image Detection Sensitivty for pot(Bayer)
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Test Image Baseline Noise Level at Gaussian Scale at Gaussian Scale with
Detection Detection Change Detection Change Bayer at Detection
(sigma) Change
Beacon Beacon 2.1213 2.125 2.125
Lighthouse Beacon 1.5811 2.0625 2.0625
Girl with hat Cowboy Hat 1.2247 2.75 2.9375
Sailboat Catamaran 0.54772 2.4375 2.5
Valley Valley 1.8974 2.75 2.8125
Warplane Warplane 1.1402 3.125 3.0625
Peppers Peppers 0.54772 1.625 1.5625
Macaw Macaw i 2.1875 2.375
Conclusion

Convolutional Neural Networks that have been trained to detect objects based on a
training data set can be adopted to use raw Bayer pattern sensor data as source
Image input. For images that exceed the mid-point classification probability (.5), the
blur scale tolerance is sufficient to enable the use of raw Bayer data as the input to
the first feature layer of the classification (CNN) network.

Next Steps

Derive a model for matching image capture sampling sparsity to first level feature map
target response. The first level feature maps are the result of first layer convolution,
and have pre-trained parameters that define the filters to apply to the input images.
This represents prior information that can be used to estimate the sparse sampling or
degraded image signal and still achieve the expected feature map response.
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Objective

» The accurate measure of distance to objects in a road scene from a moving
camera is a long-pursued goal of machine learning research.

* We have used a Deep Learning Convolution Neural Network (CNN) to detect
cars in the scene using rectangular boxes described by their vertices in pixels,
we assign ID’s to these boxes (objects) for tracking identification , and then
estimate distance from the bounding box information. Our contribution in this
work is to lay a foundation of geometrical understanding for the errors ( noise)
inherent in the analysis of pixelated image.

Object Detection using CNN

* For object detection we choose a previously developed Convolutional
Neural Network to detect, classify, and mark cars, using a bounding box
described by a vector of 4 image parameters.

* The CNN detector was trained using the Nvidia Caffe deep neural
networks.

#+= - Detection

Raw Video In Processed Video Out

Object Detection

LIDAR Distance Ground Truth

Much of our work requires on-road data collection.

For this purpose, efficient design of the field test gear fulfills the resource
constraints.

For ground-truth distance required in our assessment, we use a LeddarTech
optical distance sensor. In previous work this was a single-channel sensor
which restricted us to a single lane, straight ahead.

In this work we upgraded to a 16 channel ground-truth LeddarTech optical
distance sensor which allowed us to expand distance measurement to
adjacent lanes.

Webcam
640 x 480 ..
30 FPS
UsB
M16 LIDAR
, usB >
Modbus USB to RS485 . > >

Inverter/Converter v

Field Test Gear ad

Robert H. Christiansen
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Jerry Hsu
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Pin-hole Camera Perspective Geometry

* The output of the detector is a bounding box superimposed on the image
plane, and described by its vertices in pixels.

+ Since we successfully used the bounding box information to estimate the
distances to our objects, we should generalize the algebra of our estimation.

» Using pin-hole camera projective geometry analysis, and given known
physical dimensions of the object, distance can be calculated analytically
from the bounding box parameters.

AX  : pixel width (mm) nOAX = ﬂ

f  :focal length (mm) f z

W, :car width (ft)

7 cdistance (ft) 7= w oL »L~W

OA :optical axis n,AX n, ) Ax

% :carboundary( ft) —
C

* We need to also consider the validity of the relationships when the
bounding box is offset from the optical axis.

1
W,
27° _ Uy, o o ' X =%, L+u, = =%
Z f I_[ r z, )Ax z, JAx
iy S X f X =% ) f
LW 7 ; uf.:( R L
RN ey ‘

f (x,—x) From ths resultwe can conclude the bounding box
— does not have to be centered on the optical axis to
U, —U)  provide a fundamental distance estimation.

Then: z= ax

« Calibration for monocular vision is simpler than stereo vision. We only
need to measure the focal length, pixel resolution and pixel size which
generally can be derived from experimentation.

* The use of a checkerboard image is the best way to measure focal length.

+ Asimpler, albeit less accurate, measure of our webcam camera is to
consider the relationship between focal length (f), the field of view (FOV),
and the size of the image plane, illustrated as follows:

opp
w o _ o B g
2 o adj opp
adj
f
Foca ongth Using basic trigonometry we can conclude that the field of

view ( a ) is related to image plane dimension (w ) and

Approximate Focal Length focal length ( f) using the equation:
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Distance Estimates from the Bounding Box

» We consider errors substituent to the bounding box parameters in
distance estimation

2,= Fyw A2 =(2
> (Ax)n+An 2=(2,

(4.6ft)
(4.2t)

)
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(5.71t)
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System Block Diagram
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Conclusion

At any given distance z, the error is normally distributed.

Bounding Box error from different car body styles is constrained to Au.

Bounding Box error due to pose of the object vehicle is constrained

Bounding Box errors due to discrete number of pixels

» ACNN is hindered by limited training data that leads to bounding
box inconsistencies. This noise on the bounding box requires
filtering to make distance predictions. Filtering out noise improves
the utility of the neural network and extends our base of knowledge
with regard to the noise sources and effective filter design.



Robust Localization of a Mars Exploration Rover Under Data Association Ambiguity

11

in Aerial and Ground Imagery L a

| | Santa Clara
Ph.D. Candidate: Kamak Ebadi University

Jet Propulsion Laboratory Thesis Advisor: Dr. Sally Wood - Co-Advisor: Dr. Curtis Padgett! School of Engineering
California Institute of Technology INASA Jet Propulsion Laboratory — Maritime & Aerial Perception Systems

MOTIVATING APPLICATION PROPOSED METHOD Probability of z, 1s evaluated at current location of every particle:
NASA 1s currently investigating the feasibility of flying a rotary-powered X ) p(Z k ‘IIZ ks Uk ) y Uk ™~ Dy ( ‘:Lk)
aircraft on the surface of Mars. A Mars Helicopter would fly ahead of arover | et | ~
""" The posterior belief at t .,
in order to:
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- -
f’

Localization Uncertainty

* Create a high resolution map that represents the traversability of the terrain

bl_:+1(33) = b1 (@)D (241 |kt 1, V1)

* Identify areas of high science value to study in further detail

* Plan a route for the Mars rover to safely and efficiently navigate the terrain

REAL WORLD EXPERIMENTS

Mitrofania Island of Alaska was mapped twice 1n 2011 and 2016:
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This poster presents the research Abbreviations showing the abnormal behaviors .
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regarding data security. This shows our time Dental- of-Actess
progress with Causal Modeling to solve Abwey
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denial of access to the articles and also . , ,
notify the Homeland Security. Abnormal behavior — just wavers too much (w) Conclusion and plans
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Objectives vital information” — this is abbreviated as Ab-w We can conclude, based on our current

research, that the equations describing the
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Enabling Low-Power, Reliable and Timely Communication
of 802.11 Devices in Cyber-Physical Systems
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/ Motivation

e There will be 50 billion Internet-connected devices by 2020 [1].

e Technology has enabled the production of very a low-power WiFi
stack, and the number of WiFi-based loT devices is increasing [2].

LTE/Cellular
Network

Very expensive, licensed, not energy efficient

Zigbee/Bluetooth |Low data rate, requires additional infrastructure

WiFi Practically ubiquitous, no additional infrastructure
cost, high data rate, newly manufactured 802.11

chips are low-power

Disaster
Manage-
ment

Robotics

Industrial
Process
Control

Autono-
mous
Vehicles

Health
Monitor

Figure 1. This Figure illustrates a few of the mission-critical loT applications.

Problem Statement

e |[n this research we focus on mission-critical loT applications,
a.k.a., Cyber-Physical Systems. In particular, we are interested in
using existing WiFi infrastructures for applications such as
medical monitoring and industrial process control.

e The main performance metrics of the aforementioned applications
are energy-efficiency, timeliness, and reliabillity.

e Our study shows that existing 802.11-based loT devices suffer
from high energy consumption, packet loss, and communication
delay, especially in dense environments, due to interference and
concurrent transmissions.

e The objective of this research is to employ scheduling and

centralized network control to improve the aforementioned
Qerformance parameters. J

/ Research Approach \
4 R
Software-defined networking (SDN) as well as

traffic analysis and prediction algorithms

- y
4 R
Prediction-based sleep-awake scheduling
for energy and timeliness improvement
- y
- D
Rate adaptation to maximize reliability
- J

Testbed
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=
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Two Android phones which
generate and send UDP/TCP
packets to the UDP/TCP server
at a pre-defined rate to
introduce a known amount of
traffic into the network

Figure 2. This Figure displays the components of the testbed and their interactions.

e A practical research platform with configurable parameters, which
enables the evaluation of current technology and implementation of
new ideas.

e Main components of the testbed are:

o A movable rack: contains a power measurement platform and
loT boards.

o Android phones: to generate actual real-life traffic

o Controller: enables a centralized-global control of the network

o Sniffer: to keep track of per packet activity of the entire network

e Based on a software-defined architecture:
o The controller in the SDN has the global knowledge of variables
associated with the network, such as RSSI, data rate, and traffic
trends.

o Using this knowledge, the controller and access points send hints

to the stations about the probability of downlink traffic, through
\ which the stations can decide about their sleep cycles. /
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/ Methodoloqgy \

e Perform an extensive set of experiments with different variables
(transmission power, distance between the loT boards and access
point, background traffic), and collect the results/statistics.

e Jools to automate the data collection and data analysis. These
scripts help to examine the data and gain statistical inference from
the raw data.

Results

e \We have observed that there exist long gaps between packets.
These are opportunities for nodes to transition into sleep mode.
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TCP [SYN,ACK] -> TCP [ACK]
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Figure 3. This Graph displays the inter-arrival times of each consecutive packet-pair
exchanged during a scenario (where a station connects to the access point -> it remains
idle for some time -> disconnects).

Contributions

e Software module running on the controller and access points used
for traffic analysis, traffic prediction, and adjusting the operation of
edge devices.

e Adjust communication parameters Iin order to determine an
acceptable sweet spot between latency and power consumption,
based on application demands.
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OBJECTIVES INTRODUCTION

Developing an SDR platform capable of imple- Advances in wireless technologies have altered
menting various wireless communication protocols consumers’ communication habits. In a techni-
efficiently for IoT and Wireless Sensor Networks cal report, the World Wireless Research Forum
(WSNs). (WWRF) has predicted that 7 trillion wireless de-
vices for 7 billion people will be deployed by 2020

1. A well-designed criteria for comparing design introducing the concept of the Internet of Things
methodologies (IoT). Wireless standards such as BLE, LTE, and

. A comprehensive survey and comparison WiF1i are adapting quickly in order to accommo-
study of SDRs and their different implemen- date different user needs and hardware specifica-
tation methodologies tions. This has called for a transceiver design that

. A decomposition of the protocol into a set of has the ability to handle several protocols, whether
blocks targeting HW & SW the existing ones, or the ones being developed. It

. A HW/SW Co-design based SDR platform needs to be flexible, re-configurable, and remotely
. Optimizations of area, timing, and power programmable for IoT deployment.

RESULTS 2

The following equipment was required to complete An All-Hardware FPGA-based proof-of-concept of
the research: PHY layer of IEEE 802.11ah WiF1i protocol was

demonstrated on the ZedBoard.
Mathworks MATLAB & Simulink

Avnet ZedBoard 7020 baseboard with
Xilinx Zynqg-7000 All Programmable SoC
XC772020-CLG484-1

Analog Devices AD-FMCOMMS2-EBZ
Blade antennas

Xilinx Vivado Design
Xilinx SDSoC

The SDR is intended to be implemented on the

Zynq SoC, which is composed of Dual-core ARM

Cortex-A9 MPCore and FPGA fabric. The pro- Results show timing constraints were met with a
grammability of both enables the development of total of 18% resource utilization and 0.718 W to-
a highly programmable SDR, with hardware ac- tal on-chip power. Promising results for multi-
celeration and power efficiency optimizations. protocol, multi-band implementation.
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A Remotely Programmable Software-defined
Santa Clara Radio Platform for Low-power lo'T

We conducted an analytical study of GPPs, GPUs,
DSPs, and FPGAs and concluded through detailed
comparison that FPGAs outperform the rest, and
are still programmable. We also surveyed major ex-
isting SDR platforms, and deduced that co-design
is the best-suited design approach for SDRs. We
then surveyed development tools and determined
HLS yields great results with a short turnaround
time.

Type of Hardware Platform
GPP DSP FPGA
Computation Fixed Arithmetic Engines | Fixed Arithmetic Engines | User Configurable Logic
Execution Sequential Partially Parallel Highly Parallel
Throughput Low Medium High
Data Rate Low Medium High
Data Width Limited by Bus Width Limited by Bus Width High
Programmability Hasy Easy Moderate
Complex Algorithms Easy Easy Moderate
I/0 Dedicated Ports Dedicated Ports User Configurable Ports
Cost Low High Moderate
Power Efficiency Low Low High
Form Factor Large Medium Small
Battery Operation No Sometimes Yes

METHODOLOGY & CONCLUSION
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battery life for IoT. This will be followed by a se-
ries of thorough field testing and optimizations. If
time permits, a cross-platform comparison will be

conducted to evaluate

and analyze the SDR per-

formance on multiple hardware platforms.

e In a 2016 report by ReportBuyer, the SDR mar-
ket is projected to be more than USD 29 billion
by the year 2021

e Evidenced by Ettus Research, the trend now is
to develop hybrid platforms

¢ HW/SW Co-design approach improves design
quality, design cycle time, and cost

e SoC-based SDRs have a better price to perfor-
mance/Watt over GPP, GPU, and DSP-based
counterparts

e SoC-based SDRs are remotely reconfigurable,
which is perfect for IoT

CONTACT INFORMATION

Web www.cse.scu.edu/~bdezfouli/bd-
research.html

Author 1 E-mail rakeela@scu.edu

Author 2 E-mail bdezfouli@scu.edu
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_____________________________________________________________________________________________________________________ Encoder Attention Decoder

Given a short passage of text (citation context), we recommend a list of high-quality
candidate papers to cite or fill the citation placeholder. For example:

N 7 N\
> |
Citation Context: ..a great deal of recent research builds upon Ponte and GCJ GRU ¢’
Croft’s initial proposal [Citation Placeholder| wherein the rank of a document 3
d 1s based on the probability... S $
2 -
Cited Paper: Jay M. Ponte and W. Bruce Croft. 1998. A Language Modeling O 5 O X?
Approach to Information Retrieval. (SIGIR '98). E S , |
- ) o z Cited Paper’s
X1 R Feature Maps Max Pooling O S Title
4 )

Key Contributions Author Networks

"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" Neural Citation Network’s (NCN) architecture with the attention mechanism and author networks. The dashed arrows represent recurrent dependencies.

e We propose a flexible encoder-decoder architecture Neural Citation Network - y
(NCN) embodying a robust representation of the citation context with a max

time delay neural network, further augmented with an attention mechanism, au- : . o
thor networks and a gated recurrent unit decoder. EXperlments
e We demonstrate the effectiveness of integrating the author networks on the laree | |
scale Refbeer dataset significantly outperforming baselines across four different Results on the Retseer dataset consisting of 4,549,267 context pairs with 855,735 papers in a citation-cited relation.
metrics.
N Y, Recall | MAP = MRR | NDCG “find a distribution over the latent variables that is close to the
BM-25 0.1007 | 0.0556 | 0.0606 | 0.0676 posterior of interest [Citation Placeholder|. Variational methods
g . . A CTM 0.1288 | 0.0726 | 0.0777 | 0.0875 Context: provide effective approximations in topic models and nonparametric
Neural Citation Network RNN-to-RNN 0.1500  0.0958 0.1054 0.1134 Bayesian models”
""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" TDNN-to-RNN 0.1579  0.0935 | 0.1032 | 0.1114 1. Graphical models, exponential families, and
Encoder, a Time Delay Neural Network (TDNN) f(-), capturing phrase level Neural Citation Network 0.2910/0.2418 0.2667 0.2592 variational inference
semantics over the citation context X9 with a sliding window of convolutions followed NCN: 2. Graphical models and variational methods
by max pooling Performance comparison of the top 10 recommendations against baselines. 3. An introduction to variational methods for
o = ReLU(w'x?, |+ bp); 0 = max{oy,...,0n 111} graphical models
Next a fully connected layer captures complex nonlinear interactions between each L Inde{{ing by late.n t semantic .ane?lysis ,
phrase —— TDNN-to-RNN  —— CTM  —k— BM-25 —»— RNN-to-RNN  —#— NCN CTM- 2. An introduction to variational methods for graphical
s; = tanh(U, 6, + b ) >3 0.25 ._.*H—H++1 mode.ls .
Author Networks encode both the citing author(s) A4, and cited author(s) A¢ 0-25 > Baye.s an data a1:1a1y81s T .
u S ! ! 0.20 1. An introduction to variational methods for graphical
with two separate TDNNs concatenated with the citation context = 020 8 models
© . . .
s; = [f(X9) @ f(AY) @ f( Ad)]j 9 0.5 % 0.15 RNN-to-RNN: 2. The Var1§t1onal for.mulamon of the F(?kkerPl.anck equat.lon
. o | | | o 3. A Bayesian analysis of the multinomial probit model with fully
Attention Mechanism iteratively considers the importance of the citation con- 0.10 0.10 identified parameters
text, citing author(s) and cited author(s) during the decoding process 005 00
C; = Z a;;8;  where a;; = softmax(v' tanh(W,h;_; 4+ U,s;)) 1 2 3 4 5 6 7 8 9 10 . 25 3 4 s 6 7 8 o 10 Top3recommendations for Neural Citation Network (NCN), CTM, and RNN-to-RNN
- for the citation context (query), correct recommendations are in bold.

Decoder leverages a Gated Recurrent Unit (GRU) to conditionally score the cited Recall and NDCG as the number of recommendations vary from 1 to 10.

paper’s title given the citation contexts and authors.
- / - /




‘ 1. Abstract |

supervised text hashing model learned from

hand-labeling training data is more superior
than unsupervised models in a task of similarity
search. But the main bottleneck in developing and
deploying the supervised hashing models is the
lack of large-scale human-generated labels which
IS expensive and time-consuming to collect. Mo-
tivated by the success in machine learning that
makes use of weak supervision, we employ low-
quality but cheaply acquired supervised signals to
train the semantic text hashing models. In this pa-
per, we harness two weak signals: the sequential
iInformation extracted from text documents and the
relevant documents retrieved by the BM25 retrieval
model. Our proposed models utilize the weak sig-
nals and effectively learn a text hashing function
that gives the competitive performance on a simi-
lar search task on four large public text corpus.

‘ 2. Semantic Hashing |

EMANTIC HASHING is an effective solution to
S accelerate similarity search by designing com-
pact binary codes in a low-dimensional space so
that semantically similar documents are mapped to
similar codes. This approach is much more mem-
ory and computational efficient because:

e a binary code requires lesser storage space.

e computing similarity between two binary code is
fast (using XOR operation).

Original Document Binary Code

Doc:1 ————>»  Hash function » 10001101

Doc2 ——>»  Hashfuncon —>» 10001001

Doc:3 — > Hash function —>» 11101110

Semantic Text Hashing with
Weak Supervision

‘ 3. Objectives |

We aim to learn a binary code from text data such
that:

1. a binary code requires a small number of bits to
encode a text document.

2. a binary code preserves the semantic of the in-
put document.

3.a learning model does not require any hand-
labeled training data such as document cate-
gories/labels.

‘ 4. Contributions |

1. We propose a series of the deep generative
model for text hashing. Our model architecture
is applicable for pre-trained word embedding and
takes word sequences as the input.

2. We propose a probabilistic model to leverage
low-quality data generated by BM25 ranking
model.

3. The extensive experiment on four large public
text corpora demonstrates efficacy of our mod-
els over the competitive unsupervised text hash-
iIng models.

‘ 5. Generative Model |

Generative models are an advancing area of re-
search in deep learning. The main goal is to train
the model to generate similar data as the training
data. One such approach is to train a deep neural
network to approximate the true data distribution.

True Data Distribution

Approximate Data Distribution

Loss

ﬁ

Generative Model
(Neural Network)

® Observed Document

Suthee Chaidaroon, Yi Fang

Department of Computer Engineering,
Santa Clara University, Santa Clara, CA 95053

{schaidaroon, yfang}l@scu.edu

6. Convolutional Neural Networks
for Text Processing

A convolutional layer is designed to detect a pat-
tern in the sequence. In practice, a word sequence
(either sentence or phrase) is represented as a ma-
trix with V rows and L columns.

6.1 Convolutional Layer

OL(X):<ZU@X)+6 (1)

After applying filter C'; to all word windows, we will
obtain a vector of scalars:

p=p1,p2, - ,PN—L+1] = [CL(D1.p);- - ; Cr(DN_+1N)]

6.2 Pooling Layer

We use max pooling operation to select the largest
value from p:

h = max(p) = max([p1, p2, - , PN—L+1])

When we T filters, we will generate T feature val-
ues. Then we concatenate all scalars as a final
feature vector.

2:[h17h27”' 7hT]

6.3 Fully-Connected Layer

The final layer is a non-linear function that trans-
form a feature vector z to a target vector z. This
layer adds flexibility to the CNN.

‘ 7. Unsupervised Model |

We obtain the objective function by deriving a
variational lowerbound of the log data likelihood
log P(d):

log P(d) = Eqygjq) [0z P(d]s)] = Dic1(QUsld) || P(s)

where P(d|s) is a product of word probability
P(w|f(s)):

P(d|s) = []; P(w|s) (2)
The word probability is defined as:

exp{s! Ae;}
exp{)_, sl Ae;}

where e; is a onehot encoder of word ‘", A maps
semantic vector s to a word embedding space.

we integrate CNNs a part of function f to learn
function f, and f, to generate mean and stan-
dard deviation of distribution @ where Q(s|d;0) =
N(s; f(d)):

P(w;|s) = (3)

fu(Demp) =W -CNN(Dgmpp) + b (4)
fo(Demp) = U(W - CNN(Dgmp) + b) (5)

A CNNs layer, CNN, calculates a feature vector z
from the input document matrix Dgmp. Then, ap-
ply a transformation on z to obtain distribution pa-
rameters. Hence, we draw semantic vector s from

N(s; f1u(Demb)s fo(Demp))-

8. Data Augmentation with
Noisy Relevant Documents

8.1 Neighborhood Construction Model

We will a set of noisy relevant document as similar
documents to the input document d. The objective
function is:

log P(d) = log /S P(d|s)P(NN(d)|s)P(s)ds

> EQ<S|d> [10g P(d]s)] + EQ(S\d) [10g P(NN(d”S)}
— Dg(Q(s]d) || P(s)) (6)
We define the neighborhood likelihood as:

PINN(@)ls) = T Poluils 7)
o ex;{sTBei}
P¢(wz|8) — Z] eXp{sTBej} (8)
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8.2 Neighborhood Input Model

We define mapping function f to take noisy rele-
vant documents as an additional input:

(nn)

h = relu(Ws - 3" (NN(Degmp)) + b3)

fu(Demp, NN(Dgmp)) = W1 - hy + by (9)
hy = h3°% 4 p{M" (10)
R = relu(Wy - £12°%) (Dgpmp) + ba) (11)

12)

‘ 9. Resulis |

32 bits
Methods Yahoo DBPedia 20ng AgNews
LSH [2] 0.1465 0.5450 0.0666 0.4222
SpH [3] 0.1710 0.6068 0.2709 0.5955
STHs [4] 0.3142 0.7029 0.3860 0.6812
VDSH [1] 0.4610 0.7783 0.2678 0.7471
CNN-NN 0.4877 0.7932 0.4025 0.8022
CNN-Prior 0.4686 0.8099 0.3418 0.7757
CNN-Combine 0.4715 0.7933 0.4581 0.7982
Table 1: Precision of the top 100 retrieved documents on four
datasets with the 32-bit hash code. The bold font denotes the
best result at that number of bits.
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Abstract

While the number of polyglot Web users across the
globe has iIncreased dramatically, little human-centered
research has been conducted to better understand and
support multilingual wuser abilities and preferences. In
particular, in the fields of cross-language and multilingual
search, the majority of research has focused primarily on
improving retrieval and translation accuracy, while paying
comparably less attention to multilingual user interaction
aspects. By contrast, this paper specifically focuses on
multilingual search user interface preferences and behaviors,
through a lab-based user study involving 25 participants
interacting with a set of four different interactive
multilingual search user interfaces. User preference results
confirm that multilingual search users generally have strong
preferences towards interfaces that provide clear language
separation, and that the traditional approach of interleaving
results, as typically used in prior research, is least preferred.
In addition, an analysis of user interaction behaviors shows
that multilingual users make significant use of each of their
languages, and that there are several interaction behavior
differences depending on interface and task type.

User Study Design

Multilingual Interfaces: 4 types
. Interleaved, Universal, Tabbed, Panels

Interleaved Universal

s that describe or discuss the impact of consumer boycotts.
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Task Questions and Types
. 3 types: Doing, FactFinding,
Learning
13 task questions: 1 practice task +
12 study tasks

Statistical Analysis Methods
. ANOVA, T-test, and Chi-squared test

Experiment

* Procedure: 3 steps; 90 minutes; Control order (Interface, Task)

Survey: Language proficiency, Number of languages, Language proficiency score (writing, reading, listening)
Usability test: 4 interfaces, each interface has 4 tasks (1 practice task + 3 real tasks) + 1 Questionnaire (interface)

Cognitive style test: field dependency score

Survey:
Language
Proficiency

Interface 1 Interface 2 Interface 3

* Participants: 25
« Data Source Equipment
« Traditional: Monitor, Keyboard, Mouse
 New (Physiological). Camera, Eye Tracker (Tobii)

User Preferences (RQ1)
. Post and Mid Study Survey.

1 " Interface
[ Interleaved
Panels
1 ' Tabbed
- Universal
o - |
Q1 Q2 Q3 Q4 Q5

Question

N
o
1
w

Interface

B Interleaved
Panels
Tabbed

. Universal

Number of Users
N

T
Average Rating

—

Most P;eferred Most disliked Eas'iest
Preference Category

Mid-study Survey Questions
Q1: “The system provided enough information to help me solve the search tasks.” (p<0.1)

Interface 4

11 '
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Conclusions

Overall, it was found that clear language
separation was strongly preferred, whereas an
‘Interleaved’ approach was least preferred. The
findings from this interactive study thereby extend
similar results found in studies that used static
interfaces, and further present a compelling case for
changing how multilingual search interfaces are
built. In particular, while prior research in
Multilingual Information Access has traditionally
been confined to ‘Interleaved’ or ‘Tabbed’

Overall Survey:
Interfaces
comparison

Dependency
score

Q2: “The system provided me with many different kinds of information.” (p<0.4)

Q3: “The presentation of search results helped me easily combine information from multiple languages.” (p<0.07)

Q4: “The presentation of search results allowed me to easily identify relevant information.” (p<0.1)

Q5: “The presentation of search results helped me get an overview of the information available in multiple
languages.” (p<0.02)

General User Behavior (RQ2)

Average Query Number, Viewed Document Number, Marked
relevant document number, Query language percentage.

NN
o
-
($]
i

Avg Relavent Document Number
S s
Avg Viewed Document Number

—
(an]
1
-
o
1

ol
1
—_
o
1
(&3}
1

o
1
o
1

Average Query Number

L1 L2 L1 L2
Document Language Type Document Language Type

|
L2 Mix
Query Language Type
Query Pattern Language Sequence Percentage Percentage

No Change L1 only 62%
L2 only 16%
Mix only 2%
L1->L2 10.67%
L2-> L1 3%
L1 -> Mix 1%
Mix -> L2 0.33%
Multiple switches 5%

Change

presentation approaches, our studies have shown
that these approaches are in fact often the least
preferred by multilingual wusers. In terms of
interaction behaviors, we found that users made
significant use of each of their languages during
search sessions. In particular, participants viewed
and marked documents as relevant to a similar
degree in each of their languages.

Results

Influence of Interface and Task types (RQ3)

. Task Time, Average query number, Query language type pattern.
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o

Task Time
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o

Interleaved Tabbed

100%
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Avg Query Number

0
L
0

i T 1

FactFinding

[ | I 1

FactFinding Learning Doing

Interleaved Panels Tabbed Universal Doing FactFinding Learning

Average Saccade Length
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Eye gaze (Fixation Number, Fixation Time, Fixation Rate, Saccade length, Heatmap).

Average Fixation Time
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£
o
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Average Fixation Rate
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English Task Description

Interleaved  Panels  Tabbed  Universal

Interface c) Tabbed_2nd_language

Attention Intensity Low [ W High

Average Fixation Number

600+
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Cloud computing has become popular 1n both business and personal services. IaaS, or Infrastructure as a Service in cloud computing, 1s a service model that grants multiple users’ access to a shared pool of physical resources

in a dynamic way. Such dynamic resource sharing among disparate users provides the foundation of cloud computing by enabling tremendous advantages, such as the huge data storage and processing capability, scalability,
and dramatic reduction in businesses costs. However, the infrastructure resource sharing among multiple tenants also raises new security challenges. Co-residence attack has been recognized as an efficient attack over the
cloud infrastructure through which the attackers are able to sniff sensitive information from or negatively influence the performance of other tenants located on the same host.

Objective

We proposed a secure, workload-balanced, and energy
efficient Virtual Machine (VM ) allocation strategy to
defend against co-residence attacks. Specifically, we
modeled the VM allocation problem as an optimization
problem where the goal 1s to minimize the security risks
introduced by the co-residence of VMs from multiple
users, the overall power consumption, and the unbalanced
workload among different physical servers. We applied the
Ant Colony Optimization (ACO) algorithm to identity the
optimal allocation strategy.

Ant Colony Optimization

Ant Colony Optimization is inspired by natural ant
activities. It integrates both heuristic information and
randomness to find the optimized solution to a problem.

* Ants make random trails at the beginning and leave
pheromone.

* More ants choose the trail with more pheromone.

* The shortest trail stands out.

Reinforcing the
Shortest Trail

Research Design

Two connections between ACO and VM allocation:

1. The pheromone that the ants leave on the trail are the cost of an assignment of
a VM to a server. The cost 1s calculated from an integration of its security level,
power consumption, and workload balance. The pheromone is inversely
proportional to the cost.

2. The paths ants take and the different assignments of VMs to servers. At first,
all the assignments of a list of VMs are performed randomly. As we run the
assigning process for a number of iterations, the most optimized allocation path
will stand out, since at each iteration, the VMs are likely to be assigned to a server
with minimum cost depending on the pheromone.

Results
We have ShOW@d that app1y1ng Ant C()lony 014 Cost Cqmparison, 2 to |8 Users, 20% M‘alicious
~+— 2 Users
. . . . . . @ 4 Users
Optimization to VM allocation 1s effective 01| 6 Users|
= 8 Users

Total Cost

and efficient. We explored outcomes when
different parameter weights are used. If we
assign a high weight of security, and low
weight of workload balance and power 0.06
consumption, we see the lowest cost of the VM
assignment, but it requires more servers for
allocation. 01 0353

0.10

S 0.08}
Q

0.5 0.7 0.9
Weight of Security

Cost Comparison, 8 Users, 20% Malicious, Weight 1/3:1/3:1/3

1 Workload Balance
[ 1 Power
1 Security

0.4

We compared our strategy with two commonly used
Round-Robin VM Allocation algorithms:

0.3F

RR-MIN - allocates VMs to servers 1n order with a
minimum number of servers,

0.1

RR-MAX - sets the number of servers equal to the
number of different users.

0.0

RR-MIN RR-MAX ACO

Conclusion

Co-residence attack has raised significant concerns as the
increasing popularity of cloud computing. We proposed to
defend against such co-residence attacks through a secure,
workload-balanced, and energy-efficient VM allocation
strategy, and modeled the VM allocation problem as an
optimization problem. We applied the Ant Colony
Optimization (ACO) algorithm, an evolutionary algorithm
inspired by natural ant activities, to identify the optimal
allocation strategy. Experiment results demonstrated that the
proposed scheme can make the multi-tenant cloud secure
and power efficient.

Future Plan

We are expanding this research for a journal paper.

In future experiments, we will consider more real time
factors, such as virtual machine arrival rate, the
distribution of virtual machines' utilization, and
integrate our program with CloudSim.
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