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Abstract—There is often a need to mark or patrol marine areas
in order to prevent boat traffic from approaching critical regions,
such as the location of a high-value vessel, a dive site, or a frag-
ile marine ecosystem. In this paper, we describe the use of a fleet
of robotic kayaks that provides such a function: the fleet circum-
navigates the critical area until a threatening boat approaches, at
which point the fleet establishes a barrier between the ship and the
protected area. Coordinated formation control of the fleet is imple-
mented through the use of the cluster-space control architecture,
which is a full-order controller that treats the fleet as a virtual,
articulating, kinematic mechanism. An application-specific layer
interacts with the cluster-space controller in order for an operator
to directly specify and monitor guarding-related parameters, such
as the spacing between boats. This system has been experimentally
verified in the field with a fleet of robotic kayaks. In this paper,
we describe the control architecture used to establish the guard-
ing behavior, review the design of the robotic kayaks, and present
experimental data regarding the functionality and performance of
the system.

Index Terms—Cluster space, collaborative control, formation
control, multirobot systems, robot teams.

1. INTRODUCTION

ECHATRONIC systems provide benefits in a wide range
M of applications given their strength, speed, precision, and
ability to withstand extreme environments. In the marine envi-
ronment, such systems include remote sensor nodes, energy-
harvesting systems, manned ships and their support equipment,
and unmanned vehicles operating under water and on the surface
of the sea.

Unmanned surface vessels (USVs) have been used for nearly
70 years in order to reduce the risks and costs associated with
activities ranging from military operations to scientific char-
acterization [1]. Early USV systems were remotely piloted and
used for applications, such as serving as gunnery targets or mine
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countermeasure drones [2]. In the past two decades, advances
in GPS-based position sensing, wireless communication, navi-
gation, and automation technologies have enabled a variety of
new USV applications, such as towing objects, mine sweep-
ing, exploration, and serving as communication relays between
underwater assets and remote control nodes. Excellent reviews
of the many USV systems that have been developed for such
applications are provided in [3]-[5].

Recent advances in multirobot control techniques have led to
the development of several multi-USV systems. Potential ad-
vantages of multi-USV systems include redundancy, increased
coverage and throughput, flexible reconfigurability, spatially
diverse functionality, and the fusing of physically distributed
sensors and actuators; applications capable of exploiting such
features range from remote and in situ sensing to the physical
manipulation of objects [6].

One of the first implemented multi-USV systems was the
Massachusetts Institute of Technology’s SCOUT system, com-
prised of several robotic kayaks [7]. In addition to serving as a
multi-USV navigation test bed, fleets of 2—4 SCOUT vehicles
have been used to explore support applications for autonomous
underwater vehicles, such as serving as a communications re-
lay and providing long-baseline navigation services [8]. Re-
searchers at Carnegie Mellon University, Pittsburgh, PA, have
networked two of their OASIS USVs to explore telesupervised
aquatic sensing; this system has been demonstrated experimen-
tally with field studies detecting and characterizing simulated
harmful algae blooms [9]. Work at the U.S. Naval Academy
(USNA) has focused on using multiple tugboats to cooper-
atively manipulate and propel other ocean vehicles through
the use of swarm navigation techniques [10]. In a demonstra-
tion in 2009 during the Navy’s Trident Warrior exercise, the
Control Architecture for Robotic agent Command and Sensing
(CARACaS) autonomy architecture was used on several USVs
in order to verify the use of this behavior-based control system
for asset protection and riverine survey applications [11]. Other
concepts include the fleet of small-scale Drosobots developed
for sampling applications [12], and the open source Protei de-
velopment effort to field a fleet of sailing drones for oil and
pollution clean-up services [13].

The study presented in this paper aligns with many of the
themes presented in [14], which discussed the use of USVs as
automated buoys, such as those used by the Naval Undersea
Warfare Center [15]. In particular, this study envisioned multi-
USV buoy systems for a variety of marine applications ranging
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from marine traffic management to distributed sensing. Poten-
tial benefits identified for such a system included the ability to
rapidly deploy a buoy line, the ability to dynamically reposition
the buoys, and reduced deployment and maintenance costs.

There are many challenges to fielding multi-USV systems,
to include providing robust communications, the incorporation
and fusion of distributed sensing and actuation capabilities, the
human—-machine interfaces to enable efficient monitoring and
specification of tasks, and achieving cost-effective production
and operation. One particularly challenging issue is the navi-
gation strategy used to guide the absolute and relative motions
of the fleet. A wide variety of techniques have been and con-
tinue to be explored for this capability for multirobot systems in
general. When limited information exchange is a primary con-
straint (due to physical distribution or constrained bandwidth),
decentralized control approaches are often pursued [16], [17].
Behavioral, biologically inspired, and potential field techniques
have been successfully demonstrated [18]-[20], although they
often lack mathematical formality. Centralized approaches ex-
ploiting global information exist, but they are often not preferred
due to limited scalability; however, they may be ideal when tight
robot interaction is required by applications, such as the real-
time fusing of sensors or actuators [21], [22].

Specific to the multi-USV systems previously cited, several
systems use a very loose form of coordinated navigation in
which each USV blindly follows its own trajectory, but the
trajectories are spatially (as with the Drosobots) or temporally
(as with OASIS) offset in order to divide and conquer the task
at hand. The USNA tugboat fleet, however, employs a much
tighter coordination strategy in order to achieve manipulation
tasks.

The study presented in this paper employs a specific co-
ordinated navigation control approach known as cluster-space
control [23], which we have previously demonstrated experi-
mentally on land rover, aerial robot, and surface ship systems.
We have developed this controller in order to enable benefits,
such as natural specification and monitoring of formation perfor-
mance and the ability to achieve highly connected and full-order
control. Our current study introduces an application layer above
the centralized formation controller, transforming application-
specific specifications into cluster-space control specifications;
these are used to implement the real-time cluster controller,
which in turn determines the drive commands for each individ-
ual robot in the fleet. In Section II, we review the cluster-space
control approach and its integration with a specific application,
i.e., dynamically establishing a barrier between threatening ma-
rine traffic and an asset that must be protected. In Section III,
we review the design of the multi-USV system. In Section IV,
we present experimental field data, and in Section V, we discuss
future work and draw conclusions about the significance of this
study.

II. CLUSTER-SPACE CONTROLLER

Our research in the cluster-space control is motivated by our
vision of a specific class of multirobot applications that require
the complete degree-of-freedom (DOF) control of the spatial and
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motion characteristics of a locally distributed mobile multirobot
system that tightly interacts in real time. At the same time, we
desire transparency for the formation’s DOFs in order for a real-
time human pilot or supervisory controller to specify, control,
and/or monitor performance.

Because the cluster-space technique allows direct specifica-
tion of any spatial state variables of interest, it avoids poten-
tial drawbacks of other well-known multirobot control strate-
gies. For example, compared to virtual bodies and artificial
potentials approach [20], there is no need to iteratively tune
potential fields or to select artificial leader positions in order
to achieve the motion characteristics of interest. Compared to
leader—follower techniques [24], specification is not limited to
the distance and/or angle between leader—follower pairs within
the formation. In contrast to virtual body techniques [25], all
pose DOFs may be continuously articulated. Some of these ad-
vantages come at the cost of increased computation within the
real-time control loop; however, the cluster-space approach can
be implemented with varying levels of (de)centralization [25],
and we have had success exploring strategies, such as multirate
control [26]; these strategies are both suitable for dramatically
reducing computational load and the need for information shar-
ing throughout the cluster.

A. Cluster-Space Control Approach

Central to the cluster-space strategy are the concepts of con-
sidering the n-robot system as a single entity, a “cluster,” and
of specifying motions with respect to cluster attributes, such as
position, orientation, and geometry; we note that all of these
attributes may be easily varied, such that a reasonable analogy
is that a cluster of mobile robots moves like a virtual kinematic
mechanism. Our approach is to use the cluster attributes to guide
the selection of a set of independent system state variables suit-
able for specification, control, and monitoring. This collection
of state variables constitutes the system’s cluster space and can
be related to robot-specific state variables through a formal set
of kinematic transforms. A supervisory operator or real-time
pilot specifies and monitors cluster motion, and control compu-
tations are executed with respect to the cluster-space variables
(which lead to well-behaved motions in the cluster space). Kine-
matic transforms allow compensation commands to be derived
for each individual robot, and they also allow data from a va-
riety of sensor packages to be converted to cluster -pace state
estimates.

As an example, consider the case of a simple, planar two-
robot cluster, which is detailed in [23] and shown in Fig. 1. A
conventional robot space definition of the pose of this system
would include the position and orientation of each robot as
measured in the global frame: CR = (w1,91,01,29,1,00)7 .
To consider the cluster perspective, assume that a cluster frame
is placed at the midpoint between the two robots and oriented
toward Robot 1. A reasonable cluster-space description of the
cluster’s pose would include the location and orientation of the
cluster frame, a single variable representing the cluster geometry
(in this case, we use the distance to each robot from the cluster
origin), and the relative orientations of each robot with respect
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Fig. 1. Representing the pose of a two-robot system using a cluster-space
description.

to the cluster frame; this results in a cluster pose vector of
C = (zc,yc,0c,d, ¢1,0)".

Mathematical relationships that relate these robot and cluster-
space variables constitute the position kinematic functions; for
example, the cluster’s x and y location is the average of the x and
y locations of the two robpts. Fur}hermore, the robot and cluster-

space velocities, i.e., GR and C_", can also be formally related
to each other. For example, computing the partial derivatives
of the cluster-space pose variables allows the development of a
Jacobian matrix .J that maps robot velocities to cluster velocities
in the form of a time-varying linear function
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The controller itself can take on several forms given the needs of
the system and application. For example, a simple form would
consist of a linear PID controller that computes compensations
in the form of instantaneous cluster velocity set points, which are
then transformed to individual instantaneous robot velocity set
points through the use of an inverse Jacobian transform; this is
a kinematic, resolved-rate controller appropriate for robots with
their own velocity-control capabilities. This style of controller
is depicted in Fig. 2, and it is the architecture employed for
the study reported on in this paper. We have also developed and
implemented more sophisticated nonlinear dynamic controllers.
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Fig. 2. Inverse Jacobian cluster-space control architecture for a mobile multi-

robot system.

Such a controller uses a partitioned model-based strategy and
computes compensations in the form of the abstracted cluster-
space forces and torques necessary to manipulate the virtual
kinematic mechanism; these compensations are converted by a
Jacobian transpose transform to individual robot-level control
forces/torques for the dynamic control of the individual vehicles
[27].

To date, we have successfully implemented the cluster-space
control in experiments with clusters of up to six vehicles, for
both holonomic and nonholonomic robots, for robots negotiat-
ing obstacle fields, for piloted and supervisory control modes,
and for a variety of relative/absolute positioning and track-
ing pose-sensing systems. The guarding/shielding application
reported here is an extension of our previous work on es-
corting/patrolling [28]-[30]. In addition, we are applying the
control strategy to other applications, such as gradient-based
environmental sensing [31], [32] and reconfigurable sparse ar-
ray communication systems [33].

B. Cluster-Space Kinematic Transforms for the Dynamic
Guarding Application

In exploring the dynamic guarding application, we have ap-
plied the cluster-space control framework in numerous ways,
each varying the selection of pose variables. For the experi-
ments presented in Section IV, the selection of these variables
was driven by the guarding application. This application in-
volves the creation of a “fence” that becomes denser as a threat
approaches and which is positioned between the threat and the
asset being guarded. From this perspective, the position of the
asset being protected and the location of the threat (its bearing
from the asset and its proximity) dictate the deployment of the
robots in the creation of a fence that is properly positioned with
an appropriately dense “fence spacing.”

In Fig. 3, the relevant reference frames and geometric layout
for a planar 5-USV cluster are depicted. To complement the sen-
sor data used in experimentation, the global frame was defined
with X pointing East and Y; pointing North. The robot space

pose vector is
Gé: (XOaKQOOa" '7X57}/57305)T

where (X, Yj, o) is the pose of the protected object and (X,
Y, ©;) is the pose of each of the robots, where ¢ = (1, 2, 3,
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Fig. 3.

Five-USV cluster geometry.

4, 5). We note that we are treating the protected asset as an
element of the cluster, although it is not directly controlled by
the cluster-space dynamic guarding policy. We also note that for
this application, robot orientation is not critical in establishing a
fence; in fact, given the nonholonomic constraints of the boats
used in the application, they are not independently specified. For
this reason, and to simplify the presentation of the underlying
mathematics, we drop them from consideration in independently
specifying the pose of the fleet. This leaves us with two DOFs
for each of the six fleet entities (five boats and the protected
asset), yielding a total of 12 linear DOFs for the robot group.
From the cluster perspective, we place the cluster frame ori-
gin, denoted by (X, Y.), at the location of the protected object,
and we orient the frame such that the cluster heading 6. points
the frame toward the location of robot 1. The locations of robots
1-5 are specified in part by the radial distances, R;—R5, from
the asset being protected to each individual robot. In addition,
the positions of robots 2 and 3 are defined by a spacing from
robot 1 given as F» and F3. Similarly, robots 4 and 5 are each
positioned by a spacing Fj and F5 from robots 2 and 3, re-
spectively. Further expansion of the cluster can be achieved by
adding robots to either end of the cluster using this even—odd
convention.The cluster-space pose vector is therefore

—

C= (XCa}/cvecvRhR27R37R47R57F27E‘37F47F57
<,017<P239037%047<P5)T-

Here, each ¢; is the relative rotation of each robot with respect
to the cluster frame, for ¢ = 1-5. As previously stated, given
that the kayaks are nonholonomic vehicles, robot orientations
are removed as freely specified variables, and the mathemati-
cal development that follows is independent of these variables.
The controller used for this study uses an inner-loop heading
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controller to orient each vehicle in the direction of desired mo-
tions. We have also developed a formally constructed nonholo-
nomic controller for use in systems of this type [34]. Removing
; angles from consideration leaves us with 12 cluster DOFs,
matching the 12 linear DOFs in robot space.

Given “F and C, the set of forward-position kinematic equa-
tions, i.e., C = KIN(R), is given as follows:

X, = X )
Y. =Y 3)
R, = (X, —X0)?+ (Y, =Y))H)/? forn=1,2,3,4,5 (4
1 = Atan2((X, — Xo), (Y1 — Yp)) Q)
B=(X2- X)) + (Y2 = ¥7)%)'/? (6)

— Yo _2))Y? form = 3,4,5.
(7

En, = ((Xm - )(m—Z)2 + (Ym

Inversely, the set of inverse-position kinematic equations, i.e.,
“R = INVKIN(C), is given as follows:

Xo =X (3)
Yo=Y, )
X\ = X, + Ry #sin(6,) (10)
Y1 =Y, + Ry *cos(6;) (11)

R? + R? — F?
X; = X.+ R, xsin (91 +a cos (M)> (12)

2% Ry * R;
fori=2,3
R? + R? — F?
Y; =Y. + R; * cos (91+aCOS ((21:_]%11*37)1))) 4
fori=2,3
' (Rt + R}, — F7)
X] :X0+Rj*81n (91 +a’COS< Q*le*Rj*?]
R+ R? , — F?
+acos<( ;*Rjj*QR' QJ) forj = 4,5 (14)
-

(R% +R2,2 *F‘Q—Q)
Yj:K-ﬁ-Rj*COS(el—’_aCOS( Z*R]l*RJ’—?j

(R 4+ R; , — F})
3 for j =4,5. 15
+ acos < S R R ) or j ) (15)

The forward and inverse velocity kinematics provide the for-
mal relationship between the robot and the cluster-space veloc-

ities, i.e., ¢R and C. From (2) and (3), we may compute the
partial derivatives of the cluster-space pose variables ¢;, and de-
velop a Jacobian matrix J that maps robot velocities to cluster
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velocities in the form of a time-varying linear function
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In a similar manner, we may develop the inverse Jacobian
“J=Y(“R), which maps cluster velocities to robot velocities.
Space prohibits the complete listing of .J and J~!.

C. Control Framework for the Dynamic Guarding Application

The general control architecture depicted in Fig. 2 is used for
this application, with two modifications as shown in Fig. 3.

First, a basic robot-level obstacle avoidance function is added
to protect the individual robots from colliding with each other,
the object being protected, and the threatening object. When
this occurs, the threatened USV negotiates the obstacle in an
independent fashion, momentarily breaking away from the for-
mation. Once the obstacle has been avoided, the USV returns to
the cluster. As is common for collision avoidance, the avoidance
force is a repulsive function that is summed with other control
forces. For each USV, the detection radius and the avoidance
potential can be independently specified; circular fields are typ-
ically used, but an elongated oval can be defined to better model
the outer edge of the vessel. It is interesting to note that we have
developed a cluster-level obstacle avoidance algorithm, which
allows for the entire cluster to move in unison, maintaining the
cluster shape, while avoiding a collision [34]; this approach,
however, was deemed inappropriate for the guarding applica-
tion since it would too easily allow the threat to simply “push”
the entire barrier out of the way.

The second modification is the augmentation of the input to
the controller with an application-space-to-cluster-space func-
tion that transforms user-specified application-space variables
to desired cluster variables. For the implemented guarding ap-
plication, in Fig. 5, the spatial quantities of interest are shown.
The overall concept of operation is as follows. The object be-
ing protected is at a location (X,;, Yon;). With no threat, the
USVs patrol about the object being protected at a minimum
specified radius R,,;, and evenly spaced in a circle. As a threat
approaches from an observed bearing 67 and with a distance
Dy, the USV formation shifts in three ways. First, the USVs
rotate about the circumference of the protected region in order
to align themselves between the threat and the protected object.
Second, the USVs move closer together to form a denser barrier,
with some minimum specified spacing Fi,;,. Third, they may
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Fig. 4. Cluster-space control architecture for an n-robot system.
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Fig. 5. Application-layer variables showing two cases, where the threat is

either far away or not detected at all (left), or where the threat is close and the
USVs have shifted to guard the protected object or area (right).

also move out toward the threat in order to meet it at a maximum
radius of Ry, ax.

Given these specifications, the instantaneous specification for
the cluster-space controller can be derived from an appropri-
ate set of application-space-to-cluster-space transforms. These
transforms convert the application-relevant information (X,
Yobis Rmin, Rmax. D7, 07, Fiin) to cluster-space variable in-
puts. For the guarding application, these transforms are of the
form represented as follows, assuming Dy > Ry ax:

X, = obj )
YZ: = Y:)bj (18)
Oc = Or (19)
Rmin + (Rmax - Rmin)
R, = forn=1,2,3,4,5 (20
(DT - Rmax + 1) ( )
mex - (Fmax - Fmin)
F, = — forn =2,3,4,5 21
(DT - Rmax + 1) ( )

where Fi.x = 2% R, *sin(w/m) for m = 5 (the number of
robots); F, .« 1S the distance between robots when evenly spaced
in a pentagon around the protected asset.

This set of application-layer transforms operate under the
specifications provided by the supervisory operator and provide
the resulting cluster-space desired values to the cluster-control
loop (see Fig. 4). The application transforms essentially act as
a set of inverse position kinematics between these two spaces.
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There are two critical observations to be made about this
architecture. First, real-time control computations are still be-
ing performed in the cluster space (e.g., real-time errors and
controller compensation commands are cluster-space variables).
Second, the application-space specification of the task is inde-
pendent of the number of robots. This means that the multi-USV
cluster will behave as desired, no matter how many USVs are
in the fleet. This is particularly important in order to ensure
graceful constitution and degradation of the cluster as the fleet
is incrementally fielded and when anomalies occur.

III. HARDWARE

Several iterations of design have occurred to bring the USV
system to its present design. The design of the vessels empha-
sizes versatility, ease of operation, and low cost in all design
segments. The use of a common bus architecture across all
Robotic Systems Laboratory cluster vehicles enables a rapidly
reproducible control system capable of transparently control-
ling multiple platforms, including several different types of land
rovers, an aerial vehicle, and two different types of USVs. Off-
the-shelf components and an adjustable structure facilitate both
ease of integration and quick replacement in the case of a mal-
functioning component.

A. Electronics Hardware and Protocol

The common bus architecture includes all communication
and navigation components for each robot in the cluster. The
computing stack is made up of two BasicX microcontroller
boards. One board accepts drive commands and controls the mo-
tor driver boards accordingly in order to run the boat’s thrusters.
The other board collects position data and interfaces with the
wireless communication system. A digital Devantech compass
provides heading data, and a Garmin 18 differential GPS unit
determines the position and translational velocities; these are
low-cost sensors with accuracies on the order of 3° and 3 m).
The modem is a Metricom Ricochet 128 Kbits/s unit, which
is capable of relatively long range (2+ miles) communication,
handles multiple users well, and has frequency hopping for se-
curity, noise rejection, and utilization of unlicensed frequencies.

B. Propulsion, Power, and Structure

Propulsion is achieved through the use of two Minn Kota
Endura 30 thrusters, configured on each side for differential
drive. The motor controller is a Roboteq AX1500 interfaced via
an RS 232 connection. A standard marine deep-cycle battery is
centrally mounted as shown in Fig. 6. This gives the USV more
than a 3-h run time at normal operations with a top speed of
5 kn. The mounting structure is made from 6061 aluminum tub-
ing with an UHMW polyethylene motor mounting plate. Several
different sit-on-top style kayaks are currently in use and were
selected for their short, wide hulls, which provide greater sta-
bility and more agile turning over longer, narrower models. The
wiring harness utilizes an automotive-type connector designed
for high-current low dc voltage. Though it is not rated to be sub-

Fig. 6.  One of the robotic kayaks.
- v -
B i : ——
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Fig.7. VRML model is capable of replaying simulated cluster formations and

trajectories, as well as visualizing real-time robot positioning.

mersible, it is waterproof and has been proven to handle brief
submersions at shallow depths.

C. Base Station

The key element of the base station hardware is the work-
station. Several computers have been used over the course of
the research and it has been proven on desktops, laptops, and
even netbooks. Two Metricom Ricochet modems facilitate radio
communications. Several pieces of software including DataTur-
bine (a ring buffered network bus), MATLAB, Simulink, and
a Virtual Reality Modeling Language (VRML) simulator (see
Fig. 7), work together to retrieve, process, display, and redis-
tribute sensor data, system information, and robot commands.

Threat detection is handled as a function of the base station,
where the threats are manually tracked from shore or onboard
the protected vessel. The threats can easily be specified in the
observer’s local reference frame and appropriate frame trans-
formations are handled in the application layer.

IV. TESTING AND RESULTS

The main objective of this research was to apply the cluster-
space control architecture to a larger multi-USV system with
obstacle avoidance, while determining the viability of a new
shielding technique applied in the application space. Four main
test cases were run over the course of a multiday deployment
at Lake Del Valle near Livermore, CA (see Fig. 8). The first
three cases (basic shielding, varying shield size, and threat de-
tection) were run with five robotic kayaks and a simulated boat
being protected. The fourth case is of threat detection using four
kayaks to protect a small waterplane area twin-hull (SWATH)
mapping vessel.
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Fig. 8.

Testing in Lake Del Valle near Livermore, CA, provided variable winds

up to 20 kn, low currents, and boat wakes for an excellent dynamic environment.
Kayaks showing the standard shielding.
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Fig. 10. Standard shielding, constant radius, no threat (overhead view of the

same run as in Fig. 9). Looping trail patterns are a function of nonoptimized
velocity gains, as well as lacking a dead band around the desired position.
Differences in trail patterns can be attributed to various kayak hulls used and
the number of service hours on individual thrusters. Further optimization will
be attempted in future work.

TABLE I
BASIC SHIELDING: RMS ERROR VALUES FOR THE CLUSTER RADIUS AND
FENCE SPACING VARIABLES

A. Basic Shielding

In the case of the basic shielding technique, we are applying
it to a simulated boat requiring protection. Using the applica-
tion space, the operator can set the standard shield radius, the
maximum approach, and the minimum fence spacing. In this
first instance, the standard shield radius is set to 17 m, and the
minimum fence spacing and approach are disregarded, as there
is no threat. When there is no threat, the application space au-
tomatically sets the USV fleet into an evenly spaced circular
formation and rotates them about the centroid at a constant rate.

The response of each parameter in the cluster space for the run
is shown in Fig. 9 and an overhead view is shown in Fig. 10, with
initial positions marked by small shapes and the final positions
marked by larger shapes. In all overhead view figures shown
in this study, the positions of the kayaks are displayed rela-
tive to the cluster centroid. This removes any confusion caused
in history trails by the cluster translating in the global frame.
It can be seen from the graphs that the controller is capable of
compensating for dynamics added by the environment including
wind, currents, and boat wakes. Table I summarizes the rms er-
rors for the controlled radial and interrobot spacing parameters;
all rms errors are less than 4 m, which we consider to be out-
standing given the limited sensor performance and disturbance
environment.

Cluster RMS Error Cluster Fence RMS Errors
Radii (m) Spacings (m)

R1 1.57 - -

R2 2.15 F2 2.62

R3 1.57 F3 222

R4 344 F4 346

RS 1.48 F5 244

B. Shielding While Changing Size

Similar to the first case, in this scenario, the fleet of USVs
is rotating at a constant rate around a simulated protected ob-
ject. Due to changing conditions or in the case of protecting
multiple objects, it may be desirable to modify the size of the
cluster. In Fig. 11, the cluster variables with the constant rota-
tion and varying radius are shown. Note that the fence spacing is
automatically controlled by the application layer to maintain a
uniform distribution around the protected object when no threat
is present, as this case specifies. In Fig. 12, an overhead view
of the outward spiral maneuver is shown, which is a portion of
the test run shown in Fig. 11. In Table II, we summarize the rms
errors of the controlled radius and spacing parameters; again,
excellent results are shown, with all rms errors less than 3 m.

C. Threat Detection

The third experimental run demonstrates a case of shielding
upon detection of a threat. In this instance, the standard radius is
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Fig. 11. Basic shielding cluster variables. Note that the jump in the top plot

is caused as the heading wraps from —7 to 7w at 180°, and is not an actual
discontinuity. (The rms error is given in Table II.)
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TABLE II
SHIELDING WHILE CHANGING SIZE: RMS ERROR VALUES FOR THE CLUSTER
RADIUS AND FENCE SPACING VARIABLES

Cluster RMS Error Cluster Fence RMS Errors
Radii (m) Spacings (m)
R1 2.02 - -
R2 1.84 F2 2.60
R3 1.79 F3 2.25
R4 2.07 F4 2.88
RS 1.55 F5 2.82
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shows rms error not including the initialization time from O to 20 s).

set to 17 m, the maximum approach is 25 m, and the minimum
fence spacing is set to 10 m.

The overhead view in Fig. 13 shows the threat approaching
the protected vessel. As the threat is identified, the cluster begins
to rotate between the threat and the vessel. As the threat nears,
the fence spacing closes further. At this point, the threat has been
deterred and decided to turn around. In Fig. 14, the individual
cluster-space variables are shown for a longer portion of this
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TABLE III
THREAT DETECTION: RMS ERROR VALUES FOR THE CLUSTER RADIUS AND
FENCE SPACING VARIABLES

Cluster RMS Error Cluster Fence RMS Errors
Radii (m) Spacings (m)
R1 1.32 -- -
R2 1.32 F2 2.64
R3 1.79 F3 248
R4 1.81 F4 3.70
R5 1.64 F5 297

Fig. 15.

Shielding with threat detection of a mapping vessel.

scenario. The latter part of the experiment shows the kayaks
returning to an evenly spaced rotation about the protected asset
as the threat disappears. In Table III, the rms errors less than
4 m are given.

D. Shielding a Mapping Vessel

While the previous cases have relied on a simulated clus-
ter centroid, the fourth case uses an actual vessel to demon-
strate shielding with threat detection (see Fig. 15). The pro-
tected vessel is another autonomous surface vessel, a SWATH
boat, equipped with a multibeam sonar, attitude and heading
reference system (AHRS), GPS, and heave sensors designed
for shallow-water bathymetry. The standard operation typically
involves following a preset path (mowing the lawn) to map the
desired area. More information can be found in [35]. This case
uses four robots for the shielding fleet, using an appropriately
modified set of kinematic transforms. We note that the applica-
tion specifications remain the same, independent of the fact that
only four robots are now being used.

The application variables for this case are set with the stan-
dard radius at 12 m, the maximum approach at 20 m, and the
minimum fence spacing at 10 m.

The overhead view, shown in Fig. 16, is divided into four time
steps. In step 1, the fleet of four USVs has identified a threat (out
of frame to the northeast) and the cluster has rotated to face it.
For this four USV case, the cluster heading is aligned between
robots 1 and 2. The fleet has not yet adjusted fence spacing or
radius since the threat is still far away.

In step 2, the threat approaches the protected vessel. The
kayaks begin to noticeably decrease the fence spacing. At step 3,
the threat has continued to approach. The USVs are still tracking
along the heading, have come further out, and are narrowing the
fence spacing.

At step 4, the threat has almost reached the max approach and
the USVs have set the fence spacing near the minimum value as
set in the application space. The kayaks loiter in these locations,
tracking the heading and distance of the threat until it vacates
the area.
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a mapping vessel.
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TABLE IV
SHIELDING A MAPPING VESSEL: RMS ERROR VALUES FOR THE CLUSTER
RADIUS AND FENCE SPACING VARIABLES

Cluster RMS Error Cluster Fence RMS Errors
Radii (m) Spacings (m)
R1 1.58 - -
R2 2.21 F2 2.33
R3 1.80 F3 2.56
R4 1.90 F4 3.99

The individual measured cluster variables are shown in
Fig. 17. In Table IV, the rms errors for the controlled parameters
are given; as before, all errors are less than 4 m.
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V. ONGOING AND FUTURE WORK

Ongoing work on this project includes a significant level of
MATLAB/Simulink-based simulation in order to explore al-
ternate implementations of the cluster-space controller, using
different shape variables. It is worth noting that the version re-
ported here fits within the leader—follower paradigm, and other
versions being explored clearly do not, such as defining a fleet
centroid and using this as a reference for the center of the barrier.
We are also preparing to use a version of this controller during
a real-world Summer 2011 mission involving protection of an
underwater robot dive area in Lake Tahoe; recreational boaters
pose an extreme hazard to these operations given the ability of
a boat to catch the high-voltage tether running from the tender
boat to the robot.

In general, we continue to apply the cluster-space control
approach to systems with more robots and additional DOFs in
order to explore scalability issues. We are also working to gener-
alize the application-space-to-cluster-space transform architec-
ture by using this specification approach with other applications.
Related to this, we plan to integrate our anomaly management
algorithms [36] into the overall multirobot control system so
that the system seamlessly adapts itself in the event of robot
faults. Finally, we continue to apply the cluster-space control
framework to real-world applications, such as our previously
mentioned work in gradient-based environmental sensing and
reconfigurable sparse communication antenna arrays.

VI. SUMMARY AND CONCLUSION

In this paper, we described the use of a fleet of robotic ma-
rine vessels capable of guarding critical assets from threats.
The coordinated formation control of the fleet was implemented
through the use of the cluster-space control architecture. An
application-specific layer was integrated with the cluster-space
controller, allowing an operator to directly specify and monitor
guarding-related parameters.

This system has been experimentally verified in the field with
a fleet of robotic kayaks. The control architecture used to estab-
lish the guarding behavior and the design of the robotic kayaks
were reviewed, and experimental data regarding the function-
ality and performance of the system were presented. As a re-
sult, the five-robot cluster-space definition and control architec-
ture were validated and the functionality was proven for this
application.

ACKNOWLEDGMENT

The authors would like to thank student researchers who as-
sisted with performing experiments and who have contributed
to the development of the cluster-space approach and to include
authors listed in [29]-[36]. This work was benefited greatly
through the feedback of numerous colleagues; the authors are
particularly indebted to T. Ademek, K. Rasal, and the RSL grad-
uate research team for their time and effort, which were critical
to this study. Any opinions, findings, and conclusions, or rec-
ommendations expressed in this paper are those of the authors

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 17, NO. 1, FEBRUARY 2012

and do not necessarily reflect the views of the National Science
Foundation, NASA, or Santa Clara University.

REFERENCES

[1] S. J. Corfield and J. M. Young, “Unmanned surface vehicles: Game
changing technology for naval operations,” in Advances in Unmanned
Marine Systems, G. N. Roberts and R. Sutton, Eds.  Hertfordshire, U.K:
IEEE Press, 2006, pp. 311-328.

S. Saunders, “Mine warfare forces,” in Janes Fighting Ships.
U.K: THS, 2004, pp. 177-180.

[3] V. Bertram, “Unmanned surface vehicles: A survey,” in Skibsteknisk
Selskab. ~ Copenhagen, Denmark, 2008.

J. Manley, “Unmanned surface vehicles, 15 years of development,” in
Proc. MTS/IEEE Oceans, Kobe, Japan, Sep. 2008, pp. 1-4.

[5S] M. Caccia, “Autonomous surface craft: Prototypes and basic research
issues,” in Proc. 14th Mediterranean Conf. Control Autom., Ancona, Italy,
Jun. 2006, pp. 1-6.

C. Kitts and M. Egerstedt, “Design, control and applications of real-world
multirobot systems,” IEEE Robot. Autom. Mag., vol. 15, no. 1, p. 8, Mar.
2008.

J. Curcio, J. Leonard, and A. Patrikalakis, “SCOUT: A low cost au-
tonomous surface platform for research in cooperative autonomy,” in Proc.
MTS/IEEE Oceans, 2005, vol. 1, pp. 725-729.

J. Curcio, J. Leonard, J. Vaganay, A. Patrikalakis, A. Bahr, D. Battle,
H. Schmidt, and M. Grund, “Experiments in moving baseline navigation
using autonomous surface craft,” in Proc. MTS/IEEE Oceans, 2005, vol. 1,
pp. 730-735.

J. Dolan, G. Podnar, S. Stancliff, K. Low, A. Elfes, J. Higinbotham,
J. Hosler, T. Moisan, and J. Moisan, “Cooperative aquatic sensing using
the telesupervised ocean sensor fleet,” in Proc. Remote Sensing Ocean,
Sea Ice, Large Water Regions, 2009, vol. 7473, pp. 1-12.

J. Esposito, M. Feemster, and E. Smith, “Cooperative manipulation on the
water using a swarm of autonomous tugboats,” in Proc. IEEE Int. Conf.
Robot. Autom., May 2008, pp. 1501-1506.

L. Elkins, D. Sellers, and W. R. Monach, “The Autonomous Maritime
Navigation (AMN) project: Field tests, autonomous and cooperative be-
haviors, data fusion, sensors, and vehicles,” J. Field Robot., vol. 27,
pp. 790-818, 2010.

Z. Z. Abidin, M. Arshad, U. Ngah, and O. Ping, “Control of mini au-
tonomous surface vessel,” in Proc. MTS/IEEE Oceans, Sydney, Australia,
May 2010, pp. 1-4.

Protei. (2011). [Online]. Available: http://sites.google.com/a/opensailing.
net/protei/

J. A. Curcio, P. McGillivary, K. Fall, A. Maffei, K. Schwehr, B. Twiggs,
C. Kitts, and P. Ballou, “Self-positioning smart buoys, the “Un-Buoy”
solution: Logistic considerations using autonomous surface craft technol-
ogy and improved communications infrastructure,” in Proc. MTS/IEEE
Oceans, Sep. 2006, pp. 1-5.

J. A. Curcio, P. McGillivary, K. Fall, A. Maffei, K. Schwehr, B. Twiggs,
C. Kitts, and P. Ballou. (2005). Survey of Portable Range Technologies,
U.S. Army White Sands Missile Range Special Report. [Online]. Avail-
able: http://www.jcte.jes.mil/RCC

E. Fiorelli, N. Leonard, P. Bhatta, D. Paley, R. Bachmayer, and D.
Fratantoni, “Multi-AUYV control and adaptive sampling in Monterey Bay,”
IEEE J. Oceanic Eng., vol. 31, no. 4, pp. 935-948, Oct. 2006.

Y. Tan and B. Bishop, “Evaluation of robot swarm control methods for
underwater mine countermeasures,” in Proc. Annu. Southeastern Symp.
Syst. Theory, 2004, vol. 36, pp. 294-298.

T. Balch and R. Arkin, “Behavior-based formation control for multirobot
teams,” [EEE Trans. Robot. Autom., vol. 14, no. 6, pp. 926-939, Dec.
1998.

E. Flinn, “Testing for the ‘boids’,” Aerospace Amer., vol. 43, no. 6,
pp. 28-29, Jun. 2005.

N. E. Leonard and E. Fiorelli, “Virtual leaders, artificial potentials and
coordinated control of groups,” in Proc. IEEE Conf. Decision Control,
2001, pp. 2968-2973.

K. Tan and M. Lewis, “Virtual structures for high-precision cooperative
mobile robotic control,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst.,
1996, pp. 132-139.

C. P. Tang, R. M. Bhatt, M. Abou-Samah, and V. Krovi, “Screw-theoretic
analysis framework for cooperative payload transport by mobile manip-
ulator collectives,” IEEE/ASME Trans. Mechatronics, vol. 11, no. 2,
pp. 169-178, Apr. 2006.

2

[

London,

[4

=

[6

—_

[7

—

[8

—_

[9

—

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]



MAHACEK et al.: DYNAMIC GUARDING OF MARINE ASSETS THROUGH CLUSTER CONTROL OF AUTOMATED SURFACE VESSEL FLEETS 75

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

C. A. Kitts and 1. Mas, “Cluster space specification and control of mobile
multirobot systems,” [EEE/ASME Trans. Mechatronics, vol. 14, no. 2,
pp- 207-218, Apr. 2009.

G. L. Mariottini, F. Morbidi, D. Prattichizzo, N. Vander Valk, N. Michael,
G. Pappas, and K. Daniilidis, “Vision-based localization for leader-
follower formation control,” IEEE Trans. Robot. Automat., vol. 25, no. 6,
pp. 1431-1438, Dec. 20009.

I. Mas and C. Kitts, “Centralized and decentralized multi-robot control
methods using the cluster space control framework,” in Proc. [IEEE/ASME
Int. Conf. Adv. Intell. Mechatron., Montreal, Canada, Jul. 2010, pp. 1-8.
M. Meserve, “Multirate control applied to a cluster space robot formation,”
M.S. thesis, Dept. Electr. Eng., Santa Clara Univ., Santa Clara, CA, Mar.
2011.

I. Mas and C. Kitts, “Model-based nonlinear cluster space control of mo-
bile robot formations,” in Multi-Robot Systems, Trends and Development,
T. Yasuda, Ed., Rijeka, Croatia: In Tech, ch. 4, 2011, pp. 53-70.

I. Mas, S. Li, J. Acain, and C. Kitts, “Entrapment/escorting and patrolling
missions in multi-robot cluster space control,” in Proc. IEEE/RSJ Int.
Conf. Intell. Robots Syst., St. Louis, MO, Oct. 2009, pp. 5855-5861.

P. Mahacek, 1. Mas, O. Petrovic, J. Acain, and C. Kitts, “Cluster space
control of autonomous surface vessels,” Marine Technol. Soc. J., vol. 43,
no. 1, pp. 13-20, 2009.

P. Mahacek, 1. Mas, and C. Kitts, “Cluster space control of autonomous
surface vessels utilizing obstacle avoidance and shielding techniques,” in
Proc. IEEE/OES Auton. Underwater Vehicles, Sep. 1-3, 2010, pp. 1-5.
T. Adamek, “Cluster space gradient contour tracking for mobile multi-
robot systems,” M.S. thesis, Dept. Mech. Eng., Santa Clara University,
Santa Clara, CA, Jan. 2011.

V. Howard, “A study of gradient climbing techniques using cluster space
control of multi-robot systems,” M.S. thesis, Dept. Mech. Eng., Santa
Clara University, Santa Clara, CA, Mar. 2011.

G. Okamoto, C. Chen, and C. Kitts, “Beamforming performance for a
reconfigurable sparse array smart antenna system via multi-robot control,”
in Proc. SPIE Defense, Security, Sensing Conf., Orlando, FL, Apr. 2010,
pp. 1-11.

I. Mas and C. Kitts, “Obstacle avoidance policies for cluster space control
of nonholonomic multirobot systems,” IEEE/ASME Trans. Mechatronics,
to be published. DOI: 10.1109/TMECH.2011.2159988. [Online]. Avail-
able: http://ieeexplore.ieee.org.

E. Beck, W. Kirkwood, D. Caress, T. Berk, P. Mahacek, K. Brashem,
J. Acain, V. Reddy, C. Kitts, J. Skutnik, and G. Wheat, “SeaWASP: A
small waterplane area twin hull autonomous platform for shallow water
mapping,” Marine Technol. Soc. J., vol. 43, no. 1, pp. 6-12, 2009.

C. Kitts, “Managing space system anomalies using first principles reason-
ing,” IEEE Robot. Autom. Mag., vol. 13, no. 4, pp. 39-50, Dec. 2006.

Paul Mahacek (S’11) received the B.S., M.S., and
Engineer’s degrees in mechanical engineering from
Santa Clara University, Santa Clara, CA.

He is currently a Research Engineer for
I’Université Pierre et Marie Curie and is stationed
at the Laboratoire d’Océanographie de Villefranche
in Villefranche-sur-Mer, France.

Christopher Kitts (S’98-A’00-M’03-SM’05) re-
ceived the B.S.E. degree from Princeton University,
Princeton, NJ, the M.P.A. degree from the University
of Colorado, Boulder, and the M.S. and Ph.D. degrees
from Stanford University, Stanford, CA.

He was a Research Engineer and an Operational
Satellite Constellation Mission Controller. He was
an Officer in the U.S. Air Force Space Command,
a NASA Contractor with Caelum Research Corpora-
tion, Department of Defense (DoD) Research Fellow,
and the Graduate Student Director of the Space Sys-

tems Development Laboratory, Stanford University. He is currently an Associate
Professor at Santa Clara University, Santa Clara, CA, where he is also the Di-
rector of the Robotic Systems Laboratory.

Ignacio Mas (S’06-M’12) received the Engineering
degree in electrical engineering from the Universi-
dad de Buenos Aires, Buenos Aires, Argentina, and
the Ph.D. degree in multirobot navigation and forma-
tion control from the Mechanical Engineering De-
partment, Santa Clara University, Santa Clara, CA.

He was a Satellite Systems Engineer and Space-
craft Systems Designer. He is currently a Researcher
in the Robotic Systems Laboratory, Santa Clara
University.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


