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Thermoreflectance imaging provides the capability to map temperature spatially on the submicrometer scale by
using a light source and CCD camera for data acquisition. The ability to achieve such spatial resolution and
observe detailed features is influenced by optical diffraction. By combining diffraction from both the sample
and substrate, a model is developed to determine the intensity of the thermoreflectance signal. This model takes
into account the effective optical distance, sample width, wavelength, signal phase shift, and reflectance intensity,
while showing qualitative and quantitative agreement with experimental thermoreflectance images from 1 and

10 pm wide gold lines at two wavelengths.
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1. INTRODUCTION

The size of nanoelectronic devices is continuously shrinking to
achieve higher speed of operation and lower fabrication cost for
given performance. Recently, the minimum feature size in in-
tegrated circuits (ICs) has decreased to smaller than 24 nm [1].
For reliable operation of these nanoscale devices, it is necessary
to study the temperature in the submicrometer scale [2,3].
Temperature measurement is divided in two main categories:
contact and noncontact methods. Noncontact methods offer
some advantages over contact thermal measurements. For ex-
ample, there is no sensor loading bias, risk of contamination, or
mechanical effects on the surface. With thermoreflectance, it is
possible to measure the full-field temperature at high speeds
[4,5]. However, full-field noncontact methods are spatially lim-
ited by diffraction, which is based on the wavelength of light
used during measurement. Different methods for temperature
measurement on micro- and nanoscale electronic and photonic
devices are summarized by Christofferson ez al. [5].

Thermoreflectance (TR) temperature measurement belongs
to the class of noncontact temperature measurements and uses
an LED or filtered white light source and a CCD to acquire
images. Thermoreflectance temperature measurement is based
on the principle that a change in temperature of a given
material produces a small change in the spectral reflectivity
of the material’s surface [4-7]. This small change can be lin-
earized over a range of temperature. The linearized response of
the normal reflectance with respect to the temperature of a sam-
ple allows the following approximation for the derivative of
normal reflectance [8]:

apn ~pn(T) _pn(TO)
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The normal reflectance intensity at a given temperature 7, (7)
can be calculated from

L(T) = p,(T) - Lo, 2

where p,(7) is normal reflectance and /;, is incoming illumi-
nation intensity.

The spectral TR coefficient x is defined by the normaliza-
tion of the slope as a function of temperature with the reference

quantity [8]
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The thermoreflectance coefficient is a material and surface
property that depends on the illumination wavelength, temper-
ature, material surface characteristics, and in some cases also on
the material processing [8]. For most metals and semiconductor
materials of interest, the value of the thermoreflectance coeffi-
cient will be on the order of 1074 °C™! to 107 °C~! [8]. During
the experiment, it is necessary to calibrate the system and ob-
tain the thermoreflectance coefficient for the specific sample.
Following the calibration, one can determine the temperature
difference developed during heating through rearrangement of
the governing relationship with a measurement of the relative
reflectance:

AT =(T-Ty) =" ()

K
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In addition to the temperature, reflectance intensity may
show dependence on a number of parameters, like the spectral
width of the illumination and spectral sensitivity of reflectance
detection.
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Spatial resolution for thermoreflectance is limited by diffrac-
tion [9]. Diffraction is defined as deviation of light rays from
rectilinear that cannot be interpreted as reflection or refraction
[10-13]. In the prior work, thermoreflectance was used to mea-
sure the temperature of thin gold films that modeled electrical
interconnects. The modeled interconnects were 1-10 pm in
width and tens of pm long. In this paper, a mathematical model
is developed for better analysis of the thermoreflectance exper-
imental data. The main purpose of this article is to understand
the impact of diffraction and the parameters that govern the
signal. A one-dimensional Fresnel diffraction formula is used
to estimate diffracted field from the observed sample and
the background. The mathematical model further takes into
account the incoherent nature of the illumination source by
averaging over the wavelengths of the light source. The remain-
ing unknown parameters of the experiments are treated as free
parameters and are determined by a comparison to the exper-
imental data. A detailed explanation about diffraction theory
and the mathematical model are discussed in Section 2.

Experimental data used here for comparison are taken from
the Master’s thesis of Cardenas [8] and briefly summarized in
Section 3. The thermoreflectance technique was used to mea-
sure temperature and determine thermal contact resistance for
gold thin film structures used as model electrical interconnects
[7,8]. The observed sample consists of the gold thin film inter-
connects as seen in Fig. 1. The test interconnect consists of two
gold pads, thin film leads, and a narrow test line connecting the
two leads [14,15]. The gold film is deposited on an amorphous
SiO, substrate grown on assilicon wafer. There is a thin adhesion
layer of titanium between gold and SiO,. This technique was
extended to analyzing thermoreflectance data from 150 nm
wide carbon nanofibers undergoing current stressing [16].

The thermoreflectance experiment was performed in two
stages. In the calibration stage, the entire sample was uniformly
heated to obtain the TR coefficient and the normal reflectance
intensity was measured using a microscope and CCD. In the

10 nm

(b) ()
Fig. 1. Gold line sample used for electrical interconnect testing and
thermoreflectance testing in prior work [7,14]. (a) Top view of sample;
(b) section-view of sample; (c) microscopy-obtained reflectance inten-
sity image under LED wavelength of 535 nm. Section a-a captures a
region of the gold line structure at 10 pm wide, whereas in Section b-b
the width is 1 pm.
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temperature measurement stage, the TR coefficient was then
used to measure temperature distribution of the thin gold
structure undergoing Joule heating. In prior experiments,
the calibrated TR coefficient shows good agreement with
the experimental work of Beran [17]. However, the calibrated
TR coefficients under the illumination wavelengths of 470 and
530 nm yielded different values [8]. Whereas a temperature
measurement from Joule heating was possible at 530 nm,
the 470 nm data for the small interconnect lines were strongly
influenced by diffraction. In both cases, but more pronounced
at 470 nm, the size of the measurement sample affects the
quality of the result. The combined effects of vibration and dif-
fraction cause spatial averaging and convolution (blurring), and
lead to mixing of the reflectance intensity of the gold film and
substrate. The amount of diffraction depends upon the wave-
length, the size of the sample, and the interaction with back-
ground. When measuring on the gold pads (10 pm wide), the
thermal profiles obtained from the experiment for the wave-
lengths 470 and 530 nm match. The disagreement in the cal-
ibration and the measurement signal that exists over the narrow
interconnect (1 pm wide) samples motivates the development
of a diffraction-based model. We are not aware of any previous
work that has investigated methods to use thermoreflectance on
very narrow lines where diffraction has taken place. Grauby
et al. discussed this problem but suggested no solution for ther-
moreflectance measurement [18]. The present work develops a
model to characterize the diffraction based on the size of the
sample, wavelength of the illumination, phase shift of the signal
from the background, strength of the reflectance, and the ap-
parent distance of the image. From fitting the model with the
experimental data, the unknown parameters of the experiments
are quantified. The parameters are the optical distance between
the specimen and the CCD, and the phase shift between the
signals resulting from the difference in the thickness of the
gold line and the substrate. Results are discussed in detail in
Section 4.

2. MATHEMATICAL MODEL

The total reflected intensity imaged by the CCD is coming
from two different surfaces with different reflectivity, the gold
film and substrate. Accordingly, the mathematical model con-
sists of two parts (Fig. 2): the reflectance intensity coming from
the metallic gold film and the reflectance intensity coming from
the background substrate. The two intensities are combined to
yield the total reflected intensity. Light coming from the gold
film is treated as diffraction through a slit due to the high re-
flectivity of gold. In the latter case, the reflected light coming
from the substrate is obstructed by gold thin film on its way to
the microscope. Hence, the reflection coming from the sub-
strate is treated as diffraction past a strip.

We begin with the one-dimensional Fresnel formula of
diffraction [19

[19]:
. 00 i _ 2
E(x,2) =4/ %E’jkz /_ E(x0, 0) exp (W) dx,
)

where £ is the electric field density at distance z, and £ is the
wave number.
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Fig. 2. Mathematical model setup composed of reflection from
the sample and substrate based on two simple diffraction models.
(a) Diffracted field for the gold line, where gold line is treated as slit.
(b) Diffracted field for the substrate, where gold line is treated as a strip
blocking the light reflected from the substrate.

The source is assumed to be a uniform incident field plane
wave

Eine(x, 2) = Ege s,
whose value at the slit is constant at
Einc(x0> O) = EO'

The slit is considered of infinite dimensions in the y direction
and, in the x direction, width is 2 as shown in Fig. 2(a). Then

the diffracted field for the slit from Eq. (5) is given by

. a _ _ 2

The integral can be reformulated into a Fresnel integral with
the following change of variables [19]:

k 7 k
\/2—:()60 -x) = \/;u & vy = \/ﬂ:z(:lza—x). (7)

With the substitutions of Eq. (7) into Eq. (6), one obtains

Ei(x, z) = exp(-jkz) [%:]]F(y_)} , )

where, F(v) is the Fresnel integral.

Research Article

The reflection coming from the substrate is treated as the
diffraction past a strip of the same dimensions as the slit shown
in Fig. 2(b). However the signal coming from the substrate is
travelling a longer distance 2 - § as compared to the signal origi-
nating from the gold line, which results in a phase shift between
the two signals. The longer distance traveled accounts for the
transparent silicon dioxide layer between the gold film and the
reflective silicon substrate.

In the case of the strip

Ey(x, 2z 4 26) = exp(-j(kz - ¢))
y F(oo) -F(vy) + F(v.) - F(-00)

= @
and the total diffracted field can be obtained as
Etotale1+r'E2’ (10)

where I is the ratio of the reflectivity of gold and the substrate
material.
Then the total reflected intensity

[total :Etotal'E* (11)

total”

In the experiment, the intensity measured by CCD is in arbi-
trary units. The model quantified total intensity in physical
units. To compare the model with the experimental data,
the total reflected intensity obtained from model is multiplied
by the gain factor y:

[model = y[total' (1 2)

3. EXPERIMENTAL SETUP

The experimental setup to perform normal reflectance intensity
analysis as a function of sample temperature is shown in Fig. 3.
It consists of an LED illumination source, CCD, optical micro-
scope, sample holder, and acquisition equipment. A modified
Meiji Techno microscope Series MC-50T is used as the central
component of the system. A beam splitter is placed at the core
of the microscope to guide collimated incident rays, and an
aperture constrains the illumination beam onto the surface

of the samples. Reflected light is transferred through the beam
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Fig. 3. Schematic of thermoreflectance temperature measurement
experimental setup.
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splitter to the CCD. A 12-bit A/D Prosilica GE1380 CCD
camera is used to capture the reflectance intensity images.
[lumination is generated from Luxeon Star/O series LEDs.
The spectral characteristics of the two LEDs used in this re-
search, as mentioned by manufacturer, are listed in Table 1.
A custom-designed heater microscopy stage assembly is used
to support samples while providing thermal control over a tem-
perature range from ambient 20°C to 250°C [8].

The TR calibration coefficient « is acquired prior to per-
forming the measurements. Calibrations were performed for
the two LEDs of central wavelengths 470 and 535 nm.
Measurements of the sample temperature, 7', and the normal
reflectance intensity 7,,(7) over sufficiently large regions of the
material were used to compute k. Under LED illumination
with a peak wavelength of 535 nm, the average value of the
calibration coefficient was -1.71 x 1074 °C"" with a standard
deviation of 0.19 x 10 °C"". Under LED illumination with
470 nm, the average value of the calibration coefficient was
1.76 x 1074°C™!  with a standard deviation of 2.1x
107> °C"1. These values demonstrate good agreement with the
previous results of Beran for gold [17].

The second mode of the experiment is to acquire two-
dimensional TR images of the calibrated structure during
Joule heating. During this mode of operation, a function
generator, amplification circuitry, and a delay generator are
used to create a delay-locked loop tuned to acquire images
of the periodically heated sample during the quasi-steady heat-
ing and relaxation regimes. A reflectance intensity image of the
sample acquired under illumination at A, = 530 nm is
shown in Fig. 1(c). Following the acquisition of the heated
and relaxed state images, processing was done for the compu-
tation of the temperature difference using TR coefficient and
Egs. (2) and (3). During Joule heating experiments, adequate
manual correction of positioning with superposition of a
reference image and a focal metric calculation are performed
to correct for displacements due to the thermal expansion.
The thermal expansion of the system is estimated to be 0.3%
and does not result in a significant change in system size relative
to the wavelengths considered. Due to high optical absorption
of gold in the visible range, it was assumed during the experi-
ment that the surface reflection is dominant and the film is
sufficiently thick to be considered optically opaque. At 100 nm,
the film thickness is 4.6 times the material’s absorption coef-
ficient, which governs the exponential decay of the electromag-
netic wave in the gold. TR response has been shown to be linear
over the calibration temperature range of 20°C-200°C.

4. RESULTS

The two-dimensional Joule-heating data for the sample were
taken using the experimental setup for the wavelengths of 470
and 530 nm. For a single wavelength, the results are repeatable

Table 1. Spectral Characteristics of LEDs

Amin Apeak Amax Spectral half-width
Color (nm) (nm) (nm) Ay (nm)
Blue 460 470 490 25
Green 520 530 550 35
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for increasing and decreasing current; however, for the same
sample, the temperature distribution under two different LED
wavelengths resulted in inconsistency.

In our calculations, the following two unknowns in the ex-
periment are considered as fitting parameters: optical distance
z, the distance between the observed specimen and the imaged
plane; and phase shift ¢, the shift in phase between the signal
coming from the gold line and the substrate. The optical dis-
tance is dependent on the overall imaging of the microscope
and is treated as a fitting parameter. The phase shift is depen-
dent on the thickness of the silicon dioxide layer, which is an
increase in path length for the light to travel before reflecting off
the silicon substrate. While treated as a fitting parameter, the
phase shift must fall within a range consistent with this added
path length. The effect of different z values is shown on each
of the two components, in Fig. 4(a) for the slit 2 = 44 and
Fig. 4(b) for the same size strip. As can be seen from these
figures, the effect of diffraction is profound in the near field
when z = 4, whereas it is more blurred for the far field when
z = 50a. The Fresnel number (F = 4?/1z) in our cases spans
the range from 0.1 to 3.5, which is on the order of 1. The
Fraunhofer approximation is the limiting case when the optical
distance z is large and 7 << 1. The Fresnel approximation is a
partial series solution that is accurate in the limit F > 1, but
can also be applied in the range F ~ 1 with lower accuracy due
to the truncated terms in the series [13,19]. For a consistent
approach, we have used the Fresnel calculation. The optical
distance z is an unknown in the experiment and is used as
a fitting parameter when the model is compared to the data.

The other two fitting parameters, reflectance ratio I' and
gain parameter y, are for normalizing the overall intensity in
the model with experimental data. The total reflectance inten-
sity comes from two different surfaces, gold line and substrate,
with different reflectivity. Further, to consider the optical
absorption and the intensity of light source, the two diffracted
field intensities are combined in the model with the help of the
reflectance ratio I'. The values of the material’s reflectivity at

z=q ‘vt z=IS%e === z=50%
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Fig. 4. Effect of distance z on diffracted field intensity for (a) slit

and (b) strip for different image plane distances from the sample.




5318 Vol. 54, No. 17 / June 10 2015 / Applied Optics

ambient temperature of 25°C depend upon the wavelength and
are available in the literature [20]. The last fitting parameter is
7> a gain parameter that converts the normalized intensity signal
to the range on the CCD.

To fit the model parameters with experimental data, least
squares minimization is used to determine the best values
for z and ¢, starting from initial estimates of their values.
This procedure is implemented in MATLAB. Since the exper-
imental data are given in terms of averages of images from a
CCD camera, the least squares procedure also normalizes
the absolute image strength with a gain parameter and accounts
for the difference in reflectivity of the gold and the silicon sub-
strate, which is consistent with published reflectivity for the two
materials.

During the experiment, the combined effects of vibration
and noise smooth out the data and result in an intensity profile
that lacks small-scale intensity signal variation seen in the
model. This real filtering is due to the integration over the
CCD pixels, physical vibration in the system, and diffraction
in the optics. Therefore, some additional spatial average is ap-
plied to the model data. The spatial average is performed by
calculating moving average over a window of 11 pixels, where
each pixel is 0.0539 pm in width. As the LEDs used in the
experiment are not monochromatic, the diffracted field and
hence the reflectance intensity calculated with the mathemati-
cal model is integrated over the spectral width and strength
of the LEDs. An attempt was made to take into account the
incoherent nature of LEDs by performing phase average.
Accounting for this wavelength variation did not significantly
change the nature of the intensity profile.

In Fig. 5(a), the model is compared with the experimental
data at the wide section for wavelength of 535 nm. The param-
eters used to generate these figures are summarized in Table 1.
Although not an exact match, the model shows very good quali-
tative agreement with the experimental data. At the edge of the
gold line, the model both underestimates and overestimates the
intensity. This is caused mainly by the edge diffraction effect
and limited experimental data available for the substrate signal.
This small-scale oscillatory behavior is smoothed in the exper-
imental data because of averaging in the CCD, vibration in the
system, variation in the coherence of the light, and diffraction
due to thermal gradient in the air above the sample.

In Fig. 5(b), the model data are compared with the exper-
imental data at the same wide section but for a different illu-
mination wavelength, 470 nm. Similar matching of the model
and the experiment is observed. As the wavelength of illumi-
nation changes the reflectance, optical distance and phase shift
should change. The new values of these parameters for the
fitting are obtained from the algorithm confirmed in the theo-
retical values. The values are summarized in Table 2.

Figure 6(a) shows the fit for the narrow field at the wave-
length of 530 nm. When moving from wide to narrow section
for the same wavelength, the optical distance should change
and as a result, the phase shifts. The values of these two param-
eters are varied to fit the model data to the experimental data.
As can be seen, the model data fits with the experimental data
except at the edge; again the model overestimates the experi-
ment peaks.
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Fig. 5. Plot of experimental data and model for 10 pm wide gold
interconnect for (a) 4 =535 nm at Section a-a of Fig. 1(c) and
(b) 2 =470 nm at Section a-a of Fig. 1(c).

Figure 6(b) shows the comparison of model and experimen-
tal data at the narrow section for the wavelength of 470 nm.
The overall reflectivity of gold at 470 and 530 nm is very differ-
ent, around 0.4 to 0.6, and combined with the temperature
dependence of the reflectivity, the diffraction patterns of
both wavelengths along the gold line are different. By varying
the optical distance z the same amount as was done for 530 nm,
the model doesn’t provide a good fit with the experimental
data. Different values of z were tested, and the values listed
in Table 2 give good qualitative fit for the data.

Table 2. Values of Fitting Parameters z, ¢, I', y

Wavelength a z Q

(nm) (pm) (pm) (rad) r 14

535 5 20 2.2 0.64 3700
0.5 3.75 2.2 0.64 3400

470 5 15 2.12 0.9 2068
0.5 5.75 2.12 0.9 1068
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5. CONCLUSIONS

The use of thermoreflectance for temperature measurement has
been well established based on its ability to generate a full field
measurement, but there is an increasing desire to apply this
technique to smaller spatial scales. As a result, there is a need
to understand the impact of optical limits on the signal gen-
erated. This is the first known work applying a diffraction
model to understand the thermoreflectance signal, and it will
be useful in extending the technique to smaller scales. The dif-
fraction model considers the reflection signal produced from
samples of thin films on and from the substrate.

Four parameters are used in the model for fitting with ex-
perimental data. The results show good agreement between cal-
culated and measured values. The overall reflectivity of gold at
470 and 530 nm changes significantly from 0.4 to 0.6, and this
change is captured by the model. The diffraction patterns for
470 and 530 nm produce different data profiles. Furthermore,
at each wavelength due to diffraction the thermoreflectance sig-
nal is significantly different for the narrow (1 pm wide) line as
compared to the wider (10 pm line).
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